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FORECASTING AND CROP PROTECTION DECISION MAKING - REALITIES AND FUTURE NEEDS

G.A. NORTON, M.J. WAY

Silwood Centre for Pest Management, Department of Pure and Applied Biology, Imperial
College, Silwood Park, Ascot, Berks, U.K.

ABSTRACT

Forecasting is important in crop protection decision making, from the
farmer to the level of agricultural policy. The need for forecast inform-
ation, its content and the way it is obtained, will depend on the options
and objectives of the relevant decision makers. A distinction is made be-
tween short term forecasting of the future incidence of exogenous pest
attack; medium term forecasting, concerned with future endogenous pest

attack; and long term forecasting, which attempts to assess the effects

of political, economic,institutional and technological change on pest
development and control. The principles and problems associated with
these three types of forecasting are discussed. In particular, attention
is drawn to the need for realistic, long term forecasting techniques.

INTRODUCTION

The first principle of good pest management is surely - 'Do not apply
unnecessary control measures against pests'. While short term economics, and the

problems of induced resistance of pests to pesticides and of environmental
pollution, provide the arguments for a more rational use of pesticide, forecasting
is often seen as the means of achieving it. Yet, such ‘obviously beneficial'
practices have had relatively limited success in practice. To discuss some of the
reasons for this apparent gulf between ideals and realities at all levels of
decision making, this paper sets out to analyse the problem of forecasting and to
identify opportunities for improvement, using insect pest problems, in particular,
as examples.

ANALYSIS OF THE FORECASTING PROBLEM

The general problem of forecasting in the context of pest control can be

stated simply as follows - given a pest population density at a particular point in
time, how is that population likely to develop in the future? The problem is to
assess in which direction and to what degree changes in the pest population will
occur in the future (Fig. 1). However, such a definition is only likely to be of

practical value if certain, critical questions can be answered. For example, what
time dimension is the forecast attempting to cover? or, for what decision process
is information about the future to be used? Thus, the first question that needs to
be asked about forecast information is why it is needed. The answer will depend on

the level of decision making at which the question is posed, whether it is at the

level of the farmer or extension agent, at a research level, or at a policy making
level. Consequently, before investigating how forecast information might be
obtained, we first need to consider the context in which such information might be

used.
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Although the decision processes mentioned above are obviously different, when

viewed in terms of their prinicipal components, they can all be analysed in a

similar way (Norton & Mumford 1983). This generalised decision model is outlined

in Fig. 2. It starts with the options that are technically possible f
lecision er to adopt. From these, a feasible set can be identi

ticu.ar contraints under which the decision maker has to operate ¢ considered.
crux of the decision problem is to assess how these feasible options are likely
perform with respect to the decision maker' jectives. Once this assessment

been made, the best option can then be evaluated according to the priorities

the decision maker places on these objectives. To illustrate the relevance of this
model ar different decision levels, some possible cptions, constraints, and

bjectives are set out in Table l.

rs

Possible opt ions

—————> Evaluation and Decision

A generalised decision model.
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The role of short term forecasting is considered here

decision making. Where the time period is a crop season or
used for deciding whether to apply a pesticide treatment or

r control options, is the economic or action threshold

the level of pest attack at which control measures

1959), according to the decision maker's objectives (I

here the damage relationship is linear and the farmer's

certain level of profi the economic threshold can be

1975, Nortor 76, Sutherst et al 1979) as where

pdé k

(benefit)

= price per kg of yield

the damage caused per unit of 
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= the untreated level of pest attack
the effectiveness of the treatment in reducing the level of pest attack

the cost of treatment

That is, the economic threshold level of attack (6*) = c
pdk

TABLE 1

Some of the possible options, constraints, and objectives associated with crop
protection at five decision making levels in developed and developing countries.

 

Levels of
decision Possible options Possible constraints Possible objectives

making
 

Plant resistant Lack of capital, Achieve adequate food
variety. Apply gran- labour, or ‘know-how’. supply. Reduce risk of

ular pesticide. Spray Inadequate water monetary loss.

pesticide supply.

FARMER

 

Increase promotion Development of pest- Sustain and increase
CHEMICAL campaign for certain icide resistance. share of market. Avoid
INDUSTRY pesticides. Develop Pesticide regulation bad publicity.

"package schemes’. policies.
 

Study population Lack of expertise, Develop forecasting
dynamics of parti- facilities, or technique. Understand

GOVERNMENT cular pests. Conduct finance. pest population

RESEARCH pesticide field dynamics and farmer be-
trials. Undertake haviour.

farmer surveys.
 

Improve information Lack of scientific Reduce losses caused by

dissemination. knowledge. Poor pests. Be seen to be
GOVERNMENT Establish pest communication tech- doing something.
EXTENSION clinics. Provide a nology.

pest forecasting
service.
 

Improve irrigation and Lack of financial Increase export earn-
cropped area. Provide resources or ings. Safeguard

guaranteed prices for "political will'. national food supply.
certain crops. Sub- Inappropriate instit- Avoid pest outbreaks.

sidise pesticides. utional structure.

GOVERNMENT

POLIGY    
The role of forecasting in this decision rule may not be immediately clear.

On inspection, however, it can be seen that several forecasts are required. First,

although the present level of attack may be known, in many situations there is

uncertainty about the future development of the population and therefore of the

potentially damaging population that treatment is intended to reduce (Fig. 1).
Indeed, if natural enemy action or an environmental episode occurs that is damaging
to the population, 6 may well be reduced without treatment. Similarly, forecasts
are required of future damage relationship (d) and of future price (p), in order to
forecast potential loss (pd6é) (Way & Cammell 1980). The final variable that needs
to be forecast to determine the economic threshold decision rule is the effective-
ness of control (k). Weather factors are likely to be the major cause of

uncontrollable variation in this variable.

Having noted that all the variables on the left hand side of equation 1 will
probably require some forecast information, let us now concentrate on what is 
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usually the most difficult problem, forecasting the level of pest attack. To

assess future levels of pest attack, three types of information are likely to be

required: fundamental information, concerning the basic ecological processes

involved; historical information on past levels of pest attack and damage, and

real-time information, obtained by pest, damage, or weather monitoring of the

current situation. Real-time information on pest attack can be monitored at sources

outside the crop, on entering the crop, or within the crop.

To illustrate how these different categories of information can be combined to

produce a forecast of pest attack, consider the case of the black bean aphid, Aphts

fabae. Fundamental information on the overwintering process provides the basis for

‘orecasting pest attack. Thus, the determination of the overwintering process, and

fact that A. fabae overwinters virtually exclusively in the egg stage on

spindle, provides the key to the forecasting scheme (Way & Banks 1968). Obtaining

eal-time information concerning the number of eggs on spindle during the winter,

and the number of alates present in the spring, allows an assessment to be made of

the numbers of aphids expected in the bean crop, and the time at which they are

expected (Way et al 1977, Way et al 1981). To make the quantitative link between

egg numbers on spindle and damaging aphids in the crop, historical information has

been used.

While a simple regression enabled monitored information on A. f bae egg

1umbers on spindle to be successfully transformed into a forecast, and provide a

basis for decision making, for other Pes ts, a more complex transformation is likely

to be required (Way & Cammell 1973). lthough the EPI-PRE system, that provides

recommendations to farmers on the sndrvl of cereal diseases, is essentially based

on a regression model (Rijsdijk 1982), a number of other variables, as well as the

monitored level of disease incidence, are involved, including information on soil

type, planting time, variety, and nitrogen application. In other situations, such

as those where natural enemies are important, more complex models may be required.

For instance, Croft (1975) has used a simple predator prey model to transform

monitored information on mites and predatory mites, on apples, into a decision rule

for spraying. For other decision problems the transformation of monitored inform-

ation to provide a decision rule can be far less complicated. Thus, the detection

of pesticide resistant strains of pest in an area (Busvine 1980) is sufficient

information for a farmer to change the pesticide he uses. Similarly, the inform-

ation obtained oa the regional moni toring of rice variety resistance to brown

planthopper (WVallaparvata 3) attack in Indonesia (Oka 1978) can be immediately

interpreted when a breakdown in resistance is indicated.

MEDIUM TERM FORECASTING

The main concern of short term forecasting at the farm level is likely to be

with exogenous pests, such as many airborne diseases and migratory insects, that

migrate to the crop from outside. Characteristically these pests do not survive

within a field from one crop to another, so the farmer is likely to tackle the

problem of exogenous pests on a crop to crop, or year to year, basis. The

situation is different for endogenous pests, such as some insects, nematodes, soil

borne diseases, and weeds, that largely remain within a field, and whose dynamics

are determined by factors operating within that field. Since control measures

taken against endogenous pests affect both current and future levels of attack, the

benefits of control may not only include reduced losses this year but reduced losses

in subsequent years. Thus, the benefit (le fthand) side of equation 1 now has to

include the likely effects of current control on losses in future years, making

forecasting a more complex proposition.

One way of dealing with the problem of forecasting endogenous pest attack is to

use a population model. For example, using data on nematode population growth

(Jones 1973), Norton (1976) determined how the economic threshold for DD application

against potato cyst eelworm (Heterodera ostochtensts) changed when 2 years,

instead of a single crop year were considered. Such population models can also be

useful for assessing the performance of more complex options. For instance, Cussans

& Moss (1983) used a population model of black-grass (Alopecurus myosurotdes) to

134 



1B—S1
predict the impact of different rotational cultivation schemes on this weed.

A different approach has been adopted in forecasting the effect that strategic
and tactical integrated control options have on the cattle tick (Boophtlus micro-
plus) in Australia (Sutherst et al 1979, Sutherst et al 1980, Norton et al 1983).

In this case, the emphasis is not on precise prediction but on assessing the range
of climatic/management situations in which specific strategies can be expected to
perform well. On this basis, robust strategies for particular situations can be
forecast.

LONG TERM FORECASTING

While the effects of control practices on losses in future years have to be
considered for endogenous pests, we have implied that this is not the case for

exogenous pests: yet the same principles may still apply. What farmers do in any
one season can undoubtedly affect the overall population of many exogenous pests in
the next season by affecting between-season populations of the pest in the large

and usually ill-defined ecosystem, which extends well beyond the limits of a part-
icular field at risk. This implies that a longer term approach should also be
adopted for exogenous species, not necessarily by the individual farmer but at a
regional or national level, in order to forecast the effects of changes in agric-
ultural technology on pest incidence and control.

Since traditional cropping practices, such as rotations and mixed cropping,
were developed empirically under the pressure of pest attack, they acquired innate,
but often unrecognised, pest management properties (Perrin 1980). However, with
the drive for higher yields and more specialised production, these practices have
been drastically modified, eroding the traditional means of controlling pests, and
giving rise to new and increased problems of pest attack. Consequently, pest
control strategies and tactics have had to adapt continually to a whirlwind change

based on other priorities and, with few exceptions, that takes little account of the

needs of pest control.

One result of this development has been a greater reliance on pesticides as the
main method of pest control, which in turn has sometimes given rise to other
problems of initial and secondary pest resurgence, pest resistance to pesticides,
human hazards and environmental pollution. The problems associated with these
changed cropping practices, and particularly the use of higher yielding but more
pest susceptible varieties, have occurred in developed and developing countries
alike, as documented for rice (Kiritani 1979), cotton (Reynolds et al 1975), and

wheat (Way & Cammell 1979).

Apart from new problems with old crops, the introduction of a new crop to an
area can also have undesirable consequences. For instance, following the entry of
the U.K. into the European Community, one effect of the Common Agricultural Policy
has been to increase the area of oilseed rape from 7,000 has. in 1972 to 175,000

has. in 1982. Apart from the expected pest problems that new oilseed rape growers

have had to contend with (Lane 1983), there have been wider implications:

(a) Since present varieties of oilseed rape are tolerant to the disease Phoma, the
disease has been spread, along with the adoption of the crop, to areas were other,
non-tolerant brassica crops are grown.

(b) It has been suggested that the increased acreage of oilseed rape has increased
cabbage aphid (Brevicoryne brasstcae) attack on other crops.

(c) As oilseed rape has spread into other brassica growing areas, cabbage stem flea
beetle (Psylltodes chrysocephala) from these other crops, has moved on to oilseed
rape and become an increasingly widespread problem (Lane 1981).

Similar lessons have been learned in retrospect in the Sudan. Here, the inten-
sification of cropping practices, by introducing groundnuts in rotation with cotton,
has bridged a gap in the breeding cycle of the cotton bollworm (Heltotius armigera) 
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and escalated its pest status in cotton. As a result of the subsequent control

measures used against H. armtgera, other pest problems were created, contributing

to the general decline in the Sudanese economy (Way 1974).

A final example, of changes in sugar beet production in western Europe,

provides another perspective. Over two decades ago, two lines of labour saving,

but mutually exclusive, production practices were being developed. One was the

development of monogerm seed and precision drilling, that allowed growers to drill

to the desired, final plant density; the second line of development involved an

electronic thinning machine, that enabled the desired plant density to be achieved

efficiently after seedling establishment. Partly because selective herbicides

necessary for acceptable electronic thinning were not immediately available, the

option of drilling to a stand was taken up, creating a more susceptible crop, new

levels of pest problem (Dunning 1983), and the need for greater pesticide input,

than might be expected with electronic thinning.

The developments described above have two implications for forecasting. First,

they can seriously impair the reliability of short term and medium term forecasting.

Second, and of more concern here, is the need for long tern forecasting of the

effects on pest incidence of changes in agricultural practice. Whilst pest control

considerations are unlikely to dictate agricultural change, some account should et

least be taken of their likely impact on pest development and control. This would

not only provide an early warning of the problems to be expected, and enable

appropriate research and extension programmes to be initiated, but might also allow

modification of design features to reduce pest development (cf Loevinsohn et al

1982): .

DISCUSSION

The three types of forecasting identified in this paper - short, medium and

long term forecasting ~ cover different decision problems and require different

techniques. Short and medium term forecasting, largely associated with exogenous

and endogenous pests respectively, not only require forecasts of pest population

dynamics but also of revenue loss and the effectiveness of control. The difficulty

of forecasting damage and control effectiveness in the British environment, for

example, may be largely responsible for the economic threshold decision rule not

being more widely adopted.

The problem of forecasting is most difficult when long term decision making is

considered. In an ideal world, the planning and execution of agricultural develop-

ment might be sufficiently comprehensive to account for the complex, dynamic

relationships between agricultural development, pest development, and pest control.

In the real world, the problems of operating such a comprehet ive approach to

agricultural planning, as with other planning problems (Norton & Walker 1982), is

unlikely to be practicable. A more feasible approach is to identify trends in

system behaviour and provide information on how modifications to agricultural

change might ameliorate subsequent crop protection problems. Otherwise, the

continuation of a process of agricultural evolution, in which the implications for

pest development and control are initially ignored, can lead to a continually

increasing need for improved pest control becoming accepted practice. This may well

produce crop production regimes that become unmanageable or even catastrophic, as

in the Ord Irrigation Area in Australia (Wilson 1982), in northeastern Mexico

(Reynolds et al 1975), and predictably elsewhere.

Having defined the problem, how is long term forecasting to be undertaken?

Three assessment stages are involved (Fig. 3): first, identifying relevant

political, economic, institutional, and technological change; second, predicting

the effect of these changes on crop production; and third, assessing how pest

problems and crop protection activities are likely to be affected. We suggest this

long term aspect of forecast analysis has been much neglected in the past. LE

deserves more attention in the future. 
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Fig. 3. Factors affecting long term forecasting of pest impact.
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THE ROLE OF FORECASTING IN PLANT DISEASE SUPPRESSION

W. E. FRY, G. R. FOHNER

Departments of Plant Pathology and Agricultural Economics, respectively, Cornell

University, Ithaca, New York USA

ABSTRACT

Disease forecasts are potentially useful in enhancing the efficacy of
disease suppression. The epidemiological bases of forecasts are reviewed.
Weather variables have been emphasized in most disease forecasts, but
host, pathogen and time variables can be equally useful. A simulation
experiment was done to quantify the benefits of applying fungicide
according to a weather-sensitive forecast of potato late blight. On the

average, a weekly application of fungicide suppressed disease more
effectively than did applications timed according to the forecast.
Disease forecasts should be integrated with weather forecasts, host
resistance, and other relevant data for determining frequency of fungicide
applications.

INTRODUCTION

Disease forecasts are designed to indicate when technology for suppressing
plant disease is needed, and when it is not. The potential benefits of forecasts
are several: decreased costs, better disease suppression, decreased use of
pesticides. Plant pathologists have been actively constructing disease forecasts
for more than fifty years. Some forecasts have been readily adopted by growers,
while other forecasts have not. It is our goal in this presentation to describe the
logical basis for constructing forecasts and to raise questions about why some
forecasts are adopted and others are not.

APPROACHES TO FORECASTING

Forecasts are most appropriate for diseases which occur sporadically (Bourke,
1970). If the disease is important during some seasons but not others, then disease
suppression technology is not always required, and forecasts can be valuable for
identifying those times when disease suppression technology is required, or
conversely, identifying those times when it is not. If the disease is consistently
important, forecasts are not needed.

Disease forecasts are the plant pathologist's counterparts to the
entomologist's action thresholds. Action thresholds based on measurements of

disease are unreliable because of the latent period of most plant infections. There
are no macroscopic symptoms during the first part of infection, so there is a
variable relationship between the amount of visible disease and the total number of
infections (Fry, 1982).

Instead of measurements of disease, forecasts use measurements of other
variables to determine whether disease suppression technoloay is needed.

Historically, forecasts have used variations in weather as a primary determinant.
In a brief survey of twenty-three diseases for which forecasts have been developed,
forecasts for only three diseases did not include a consideration of weather (Fry
and Fohner, 1983). However, other variables can be equally influential on the

occurrence of plant disease. These include host population characteristics (size,
susceptibility, location, growth habit, etc.), pathogen population characteristics
(size, aggressiveness, virulence, reproduction rate, location, etc.), disease
suppression technologies, and the time-interval during which host and pathogen

interact.

The epidemiology of the disease provides a guide for developing forecasts. If
differences in disease severity are due primarily to differences in the size of the
pathogen population at the beginning of the season, then forecasts should be based

139 
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on size of the initial pathogen population. If differences in disease severity

result primarily from differences in host resistance, then forecasts should be based

primarily on host resistance. If differences in disease severity result primarily

from weather effects on pathogen reproduction, then the forecast should be based

primarily on weather. If host resistance, pathogen population size, and weather are

all influential, then effective forecasts may require information about all three.

In addition to epidemiological considerations, economic considerations affect

the development of disease forecasts. The variables on which the forecast is based

must be relatively inexpensive to monitor, and the benefits from the forecast must

be large enough to warrant its development and use. An important factor in these

economic considerations is the technology available for collecting data and for

responding to the forecast of disease.

Althouch forecasts have been developed for dozens of diseases, some are not

widely used. Exceptions are forecasts for apple scab (caused by Venturia

inaequalis) and Stewart's wilt of maize (caused by Erwinia stewartii1), which have

been widely used by growers in the Northeastern United States, and a forecast for

beet yellows in England. Tne apple scab forecast developed by Mills (1944) assumes

that there is a large amount of initial inoculum, and infection is limited by the

weather. Mills identified the combinations of temperature and duration of leaf

wetness that resulted in severe, moderate, and light infection. In many apple

growing regions, temperature and leaf wetness are monitorec to detect infection

periods based on Mills' forecast, and the results are rapialy publicized via several

forms of communication media. If apple foliage was unprotected by fungicide during

an infection period, a grower is advised to apply a fungicide with therapeutant

(after-infection) activity. V. inaequalis remains sensitive to such fungicides for

1-2 days.

Jones and colleagues (1980) at Michigan State University, USA have recently

developed an automated apple scab forecasting device. It is a microcomputer linked

to weather sensors. The computer is programmed to identify the occurrence of

infection periods (Jones, 1980).

The forecast for Stewart's wilt disease of maize has had general application.

The forecast identifies indirectly the size of the overwintering pathogen

population. The pathogen (E. stewartii) overwinters in the corn flea beetle and is

transmitted to maize seedlings during subsequent feeding (Elliott and Poos, 1934).

Greater numbers of beetles (and therefore E. stewartii) survive mild winters than

survive harsh ones. Stevens (1934) developed a simple scale to identify the effect

of winter temperatures on subsequent disease development. In seasons after mild

winters, when the disease is likely to be severe, growers are advised to plant

resistant cultivars, or to use insecticides to lower the flea beetle population.

The specific relationships have been programmed onto a computer for rapid

interpretation (Castor, et al. 1975).

A forecast for sugar beet yellows caused by beet yellows virus and beet mild

yellows virus nas been used by industry fieldmen in England with apparent success

(Hull, 1968; Watson, et al. 1975). This disease forecast differs from many others

in that both weather and insect vectors are monitored for the forecasts. Vector

populations (the aphids, Myzus persicae, and Aphis fabae) increase to important

levels earlier in the growing season following warm winters and springs than after

cold winters and springs (Watson et al. 1975). After a warmer-than-normal winter

and spring, industry fieldmen are alerted that aphid populations will increase

earlier and virus disease is likely to appear early. The intensity of field

observations for aphids can be adjusted on the basis of that alert, and an

insecticide application can be applied at the most effective time based on the field

observations.

In contrast to the preceding forecasts, those for potato late blight (caused by

Phytophthora infestans) are not yet used widely by growers in North America. Some

intensive extension programs are exceptions, however. Late blight forecasts in
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these intensive programs have been widely publicized in the potato growing region,
and some growers have used the information to adjust their timing of fungicide
applications.

Forecasts for potato late blight have probably received more research effort
than have forecasts for any other disease. Until very recently, late blight

forecasts were based exclusively on weather variables. Techniques to identify the
time of the initial fungicide spray of the season or to determine subsequent

frequency of sprays have been identified in several countries of Western Europe, in
England, and in North America (Beaumont, 1947; Grainger, 1953; Krause et.al. 1975;
Schrodter and Ullrich, 1966; Wallin 1962). Early forecasting efforts were published
nearly 60 years ago (Van Everdingen, 1926).

In an effort to develop a more accurate late blight forecast, our research
group at Cornell University has developed a comprehensive forecast technique that
includes host resistance (rate-reducing), fungicide effects, and weather as
variables for scheduling fungicide applications. We have considered only the

frequency of protectant fungicide sprays after the initial one has been applied.
The decision rules (Table 1) were derived from analysis of computer models of
disease development and of fungicide deposition, redistribution and removal (Bruhn

and Fry, 1982a; 1982b; 1981; Spadafora, Fry, and Bruhn, unpublished). Weather

TABLE 1

Decision rules for a potato late blight forecast derived from analysis
of computer simulation models

 

Cultivars

Moderately
Susceptible Resistant

 

 

Fungicide should be applied if it

has not been applied within 5 days

AND cumulative blight units®
since last spray exceed:

OR cumulative fungicide units®
since last spray of the fungicide
indicated exceed:

chlorothalonil 25
triphenyltin hydroxide 20-25
captafol 20

 

nErom: Fry et_al.- 1983; Spadafora et al. unpublished results.
Blight units indicate weather favorability for late blight as described in Fry
1, 1983.
Fungicide units describe the amount of fungicide removed since the last

application. Fungicide units are defined in Fry et_al. 1983, and in Spadafora et
al. unpublished results.

effects on disease are quantified in terms of blight units, and a longer period of
favorable weather is allowed between sprays for resistant than for susceptible
cultivars (Table 1). Fungicide removal is quantified as fungicide units, and
fungicide deposits on foliage are allowed to be depleted further between sprays on
resistant than on susceptible cultivars (Table 1). Precise characterizations of
fungicide toxicity and tenacity are required for inclusion into the scheme. To
date, three protectant fungicides (captafol, chlorothalonil, and triphenyltin
hydroxide) have been characterized sufficiently well for inclusion in the forecast 
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scheme. The forecast operates well as judged from several field evaluations (Table

2, Fry etal. 1983). For susceptible cultivars, recommerdations from this

comprehensive forecast are similar to those from Blitecast (Krause et al. 1975),

but it recommends fewer sprays to cultivars with greater levels of resistance. In

field tests most recommendations for spray in New York State have been generated

from occurrence of blight-favorable weather rather than from fungicide depletion.

TABLE 2

Field tests.of several fungicide timing techniques for potato late blight

suppression

 

Treatment Experiment pth Experiment g(b)

Cultivar Timing No. Final No. Final

Reaction Technique Sprays Disease Sprays Disease

Susceptible 7-day 7 92% 7 2.1%

Moderately 7-day i 44° 7 0.5%

Resistant

Susceptible Blitecast!©) 79%

Moderately Blitecast 30%

Resistant

Susceptible Simulation forecast |”) 74%

Moderately Simulation forecast 85)

Resistant

 

anata are from Fry etal. 1983.

Experiment 1 was irrigated daily. Experiment 2 was not irrigated regularly.

qBlitecast was applied as described by Krause et al. 1975.

The simulation forecast is described in Table 1.

EVALUATION OF DISEASE FORECASTS

Although initial tests under a limited number of field conditions suggested

that late blight forecasts might benefit potato growers in the Northeastern United

States, forecasts have not yet been widely adopted by them. We sought to

investigate the potential value to growers of late blight forecasts, and identify

factors that might affect that value. For this investigation, we used Blitecast

(Krause et.al. 1975), a late blight forecast which depends on weather variables

only. Field experiments to evaluate forecasts over a range of weather conditions

and inoculum availabilities were prohibitively expensive, so we turned to computer

simulation modeling. The models used were pathogen and fungicide models developed

by J. A. Bruhn for potato late blight (Bruhn & Fry, 1982a, 1982b, Bruhn et al.

1980). Late blight suppression via protectant fungicide application at regular

intervals was compared to that effected by protectant fungicide applications timed

according to Blitecast.

The experiment, which has been described partiaily elsewhere (Fry & Fohner,

1983), was conducted using 10 seasons of macroclimate data recorded at Geneva, New

York. Daily periods of high relative humidity (>90%) within the crop canopy were

generated from the macroclimate data using a stochastic function estimated from

three seasons of hygrothermograph data (Fohner, White, and Fry, unpublished). The

resulting data were representative of relative humidity in microclimates regarded as

favorable for late blight. Data for moderately favorable and unfavorable

microclimates were generated by subtracting one and two hours, respectively, from
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each daily period of high relative humidity in the data set for the favorable
microclimate.

In addition to evaluating the effect of microclimate on Blitecast and regular
intervals, the simulation experiment evaluated the effects of different inoculum
pressures. Sporangia (inoculum) were added to the system at low, moderate, or high
levels. At each level of exposure, more inoculum was added during weather favorable
for late blight than during unfavorable weather (Fohner, White, Fry unpublished).

The degree of confidence placed in the results of this simulation experiment
depend on the accuracy of the models and the appropriateness of the models and
methodology for comparing Blitecast and regular interavls. Predictions from the two
models used in this experiment have been accurate in each of several tests for each
model (Bruhn et_al. 1980, Bruhn and Fry, 1981; 1982a; 1982b). Additionally,
fungicide-timing techniques derived from analysis of these two models have performed
well in field experiments (Fry et al. 1983; Spadafora et al. 1983).
Consequently, the two models appearto be accurate reflections of reality. The
methodology we used to compare Blitecast and regular intervals in this experiment
was consistent with the strengths and limitations of the models, and therefore seems
appropriate for this experiment.

Results of the simulation experiment were completely unexpected (Table 3).
Instead of providing data for quantifying the benefits of using a forecast system,
we interpret the results to indicate that Blitecast is not more effective than
applying fungicides at regular intervals. Under favorable conditions Blitecast
called for more sprays than did the regular weekly application (Table 3). The
weekly application tended to suppress disease more effectively than Blitecast at

TABLE 3

Average percent defoliation from late blight and average number of
fungicide appligations for the simulated seasons for Blitecast and the
7-day interval.

 

Microclimate
Moderately

Treatment Favorable Favorable Unfavorable

Average % Defoliation

High Inoculum-Blitecast . .9)P . 6) 23:
High Inoculum-7-day : : ‘ ‘ 10:

 

Moderate Inoculum-Blitecast : noe ‘ 5 9.
Moderate Inoculum-7-day : ‘ 5 s Sie

Low Inoculum-Blitecast : ‘ 1,0
Low Inoculum-7-day F ; Q32

Average No. Sprays

Blitecast 10. 8.

7-day F 10.
7
0

 

anata are from Fohner, White, and Fry, unpublished results.
Values in parentheses are standard deviations of average defoliations.

high and moderate inoculum levels. Under moderately favorable or unfavorable
weather conditicns, Blitecast recommended fewer sprays than did the weekly sprays,
but these resulted in more disease than with weekly fungicide sprays. Other
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simulation experiments have provided additional evidence that Blitecast provides

little if any advantage over regular fungicide applications (Fohner, White, Fry

unpublished).

We were initially skeptical about the results of the simulation experiment, but

recent field experiments have been consistent with them (Fry et_al., 1983). Upon

reflection the results seem understandable. The fungicides used in the simulation

and field experiments are protectant. They have negligible influence on pathogen

development within infected tissues. The weather-sensitive forecasts call for a

spray after the weather has been favorable -- after infection has occurred.

Blitecast or some other weather-sensitive forecast might be quite useful if

used in combination with reliable weather forecasts. By anticipating impending

infection periods as well as responding to previous ones, disease forecasts based on

weather might enable more effective use of fungicide than is possible with regular

applications.

Predictions from the simulation experiment are restricted to protectant

fungicides. Predictions for therapeutic fungicides have not yet been generated,

but, conceivably, these fungicides might be very appropriate for use with a weather-

sensitive forecast of late blight, just as they are for forecasts of apple scab.

CONCLUSIONS

The predictions developed from the simulation experiment and the results of our

recent field experiments have caused us to revise our recommendations for

suppressing late blight. We now suggest that if growers monitor the environment,

they use the resulting data only as one of several factors in determining spray

frequency, rather than as the sole criterion. Cultivar resistance and weather

forecasts are recommended as additional criteria for determining spray frequency.

Differences in cultivar resistance in our experiments during the past 3-4 years have

been more influential on variations in disease development than have been

differences in weather (Fry et al.. 1983). For upstate New York we have developed

d spray frequencies for cultivars of diverse resistances. On the average,

ble cultivars should be sprayed every 6-7 days. Moderately susceptible and

sistant cultivars should be sprayed every 8-9 and every 10-12 days,

Our results with potato late blight may be applicable to forecasts for diseases

of other crops. Forecasts based exclusively on weather to determine frequency of

sctant fungicide sprays may provide negligible benefit. Data on host

istics or pathogen characteristics may be equally or more important in

the need for fungicide applications.

The dependence on the weather of the date

ito blight epidemics. Transactions of the
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TOWARDS A RATIONALE FOR THE PREDICTION OF WEED INFESTATIONS AND THE

ASSESSMENT OF CONTROL STRATEGIES

A. M. MORTIMERand L. G. FIRBANK

Department of Botany, University of Liverpool, U.K.

ABSTRACT

The objective of weed control is the maximisation of desirable biological

production for the least cost. This necessitates forecasting long and short term

changes in weed populations and relating these changes to interference with

production. Appropriate strategic models are presented which describe long term

weed population flux and its impact on production. Short term effects of weed

control are insufficiently understood to allow the development of tactical

forecasting methodsas yet.
Weed ecology; forecasting; competition; models.

INTRODUCTION

Pest control has an historical lineage heavily drawn from the subject disciplines of

entomology and pathology. A glance at the literature reveals a wealth of empirical study in

these areas that has led to theoretical understanding of the ecology of pest contrcl, the

application of forecasting techniques and the design of control strategies (for example

Waggoner and Horsfall, 1969; Croft et al. 1976; Hassell, 1982). The same cannot be argued for

plant biology and weed control, where the major botanical emphasis has been placed with plant

bicchemistry and physiology and the mode of action of herbicides. In 1968, looking forward

over the next 20 years, Sagar sawthree issues confronting weed scientists - that of 'living' with

weeds; the development of technologies for the control of pernicious ones ; and assessmentof

the consequences to agroecosystems of the disappearance of weeds. He viewed the then

imminent weed-free cropping environment as technically possible given appropriate eccnomic

conditions. Today it is an environment which is defined not necessarily in the same literal

sense, containment of weeds (as well as pests) to acceptable levels being the desirable goal

rather than eradication (Huffaker et al. 1978; Attwood, 1980). These issues remain central to

weed science and weed management today for they focus directly on the objectives of

integrated management practices, the design of weed contro! strategies and decision making.

In different ways they have been addressed by many authors. For example Fryer and

Chancellor (1970) have assessed the interspecific response in the weed flora to changing

husbandry practice as have Way and Cammell (1981) for invertebrate pests. Moreover

intraspecific change, both ecological and evolutionary, is evident in weed populations (Putwain

et al 1982) whilst economic and technological constraints demand careful long term planning

(Jarvis, 1981).
Forecasting techniques in weed management systems therefore can be applied at three

levels - the weed community, the species population and individuals within populations. They

may also be made at strategic and tactical levels, the distinction being one of temporal scale.

Strategic forecasting looks to long term prediction of weed infestations, whilst tactical

forecasting applies to events within a cropping season. This review examines the current status

of techniques for forecasting weed infestations and their effects, and the research needs for

their development. The definition of a weed is limited to a plant interfering with those grown

for food production.

THE OBJECTIVES OF WEED CONTROL- THE EQUATION OF COST-BENEFIT

The declared aim of crop protection is the maximisation of desirable biological production

for the least costs - in essence a process of optimisation subject to both internal and external

constraints (Norton and Conway, 1977). Southwood and Norton (1973) have argued that the

underlying objective of insect pest control is to maximise the cost-benefit relationship

Y[A(S)]. P [A(S)] - C(S). As a conceptual tool it is equally applicable to weed control,

describing the interface between the concerns of population ecology and economics. The

control function, A(S), is the weed infestation resulting from a strategy of control (Ss). ft

determines through the damage functions of quantity (crop yield), Y [AG)] and quality (price)

P [A(S)] the value of the crop which is produced for the cost C(S) of the control strategy.
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Working in financial units it becomes an equation of cost-effectiveness.
Discerning the components of crop damage, the causal agents and measuring their effects

is more readily achieved for crops which require whole plant destruction at harvest and are
grown as monocultures. At the opposite end of the spectrum (Snaydon, 1980), in rangelands and
grassland pastures the transition between trophic levels makes evaluation complex. Weeds in

these agroecosystems may have lethal effects on the production units with considerable
financial penalties (Nielsen, 1978) but the effect of non-toxic indigenous species on livestock
production is a matter of debate (Snaydon, 1978). It is pertinent therefore on both
methodological and conceptual grounds to differentiate forecasting techniques that relate to
homogeneous cropping systems on the one hand against those appropriate to heterogeneous ones.

HOMOGENEOUS CROPPING SYSTEMS

Homogeneous cropping systems are characterised by uniformity of crop species, defined

planting arrangements and resource additions to maximise yield. Crops with annuallife cycles

typify such systems but so do perennial tree and shrub crops in which the range of influence of
weeds may bejust as great (Atkinson and White, 1981).

In achieving the broad objective of weed control - cost-effective crop yield maximisation -

the dimensions of weed infestations that are of crucial importance in crop monocultures are
1) the size of the biological reservoir from which the weed infestation is recruited;
2) the size, duration, distribution and density, and timing of occurrence of the actual weed

infestation and the effects on crop yield; and

3) weed infestation rate.
Concerns with 1) and 3) are strategic and with 2) tactical.

Within a cropping cycle (planting, growth and harvest) damage to the crop occurs through
loss of yield and a lowering of harvesting efficiency (quantity damage components) and by

determining the price of the crop (quality damage). Table | illustrates the easily envisaged
relationships for a cereal crop. The nature of this damage to the 'current' crop will depend on
the componentsof yield that are harvested and their response to interference from weeds. The
occurrence of damage to 'future' cropping will in return relate to quantity damage components -

reflecting in fitness parameters (survivorship and fecundity) of weed species. Where weed
control is practised, frequently the above-ground injurious plant community is a poor reflection

of its dormant reserves below ground. Disregarding economic considerations, the heart of
forecasting rests therefore on descriptions of the population dynamics of weed species. It is an

area that has not been seriously worked.

Table 1. Causes and relationships in the damage function for weed infestations in a cereal
crop. See text for further details.
 

Cropping cycle

Damage Current Future

 

Competition for resources . Contamination by

for growth. reproductive propagules.
. . Predation from animal . Survival of adult plants.

Quantity pests and pathogens . Maintenance of hosts
migrating from host for pests and pathogens.

(Causes of crop weeds.
yield loss) . Harvest inefficiency.

Application of control
measures.

 

Quality

(causes of Grain and straw contamination.

commodity
price loss)  
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POPULATION MODELS

The primary aim of modelling is the prediction of quantity damage components. Rates of

change in weed population size (and hence future potential damage) and yield loss (damage to

the current crop) due to competition for limiting resources are the most important factors.

Rate ofchange
A variety of difference equations have been proposed for monocarpic species with discrete

generations involving density dependent and independent regulation. The magnitude of

regulatory components during the life cycle has been measured for some grass weeds using

essentially equation 1, Table 2 (Cussans and Moss, 1982). This focusses on gains and losses to

the seed bank, which if seed recruitment is excluded decays in an exponential manner (equation

2, Table 2), decay rates being determined by management practice (Roberts and Feast, 1973).

Equation 3 illustrates the expansion for inclusion of cohorts and a seed bank (Manlove et al.

1982). To incorporate density dependent effects recognises mortality and fecundity as

functions of plant density and equation 4 describes the relationship between seed bearing plants

for species with discrete generations and no bankof persistent seeds (Watkinson, 1980).

Perennial weed populations which display overlapping generations and semelparity are most

conveniently handled by difference equations in matrix form, Ay, = T Az where the vector A

describes the population structure at t and t+1 and T the transitions between elements of the

population. The dominant latent root of T gives the finite rate of increase of the population.

This methodology is well researched (Usher, 1972; Caswell and Werner, 1977) and the work of

Sarukhan and Gadgil (1974) and Law (1975) provide illuminating examples of their utility to

Table 2. Some difference equations used in the description of weed populations. Terms remain

consistent amongst equations subject to indicated constraints. See text for details.

1. A general equation ignoring density dependence

Srq.i * Sp (i-g)(l-n)+SpeeF

Sip Stef - seed population at times t, t+]

- proportion of seeds germinating, O ¢ g <1

n - proportion of seeds dieing,if not germinating,

O€n€l,gin $l.
S - proportion of seedlings that survive to seed set

F - mean seed production per plant

Dynamics of a seed population where gains from seed production are zero.

St 4 {= Se exp Gd T)
d - decay constant

T - time span from t to t+1

An equation incorporating cohorts and a seed bank.

z 4

Sp. 125¢ Kip Fp+Spm- 1 BLK

- no of time periods in a growing season (cohorts)

i i'th time period of growing season

Kj proportion of seeds germinatingin i'th time period

Pi proportion of plantsin the i'th cohort that survive to maturity

Fi mean seed fecundity of individuals of the i'th cohort

h proportion of seeds surviving, if not germinating

A difference equation incorporating density dependence

b -l

Nea. = Smax Ne (+a Ny) + ™ Smax Ny) q

Ne Ney - seed bearing-plant population at times t, t + 1

“1 density of plants at which mutual interference amongst individuals

becomes appreciable

the efficiency of resource utilisation

density independent mortality O £q¢ 1

the reciprocal of the asymptotic value of Ney 1 AS Nt 200

seed production per plant in an unrestricted environment 
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plant population dynamics and the usage of secular transition matrices and density dependent
regulatory functions. Perennial species present particular problems to demographers since
there are important ecological distinctions between populations described by age as opposed to

stage ( Gatsuk et al. 1980). This is especially true in the prediction of weed infestations since
the targets of chemical control measures are more often defined according to physiological
stage rather than absolute age. Hubble and Werner (1979) give a method of measuring rates of
increase of populations with heterogeneouslife histories and Law (pers comm) has shown that
the dynamics of a population classified simultaneously by age and stage can be considered as an
extension of standard population theory.

Yield loss
Functions describing the relationship between yield at harvest and weed infestation

density have been examined extensively by weed scientists in an empirical manner (e.g. Dew,
1972). Watkinson (1980) in extending the work of Bleasdale and Nelder (1960) has shown that in
crop monocultures meanyield per plant, w may be described by the function,

w= Wy, (l+aN)7 °

Wry is the mean yield of isolated plants grown in an unrestricted environment, a is the area
giving resources to achieve growth to W_,, b is the efficiency with which resourcesare utilised

and N is surviving plant density. W,, and a are time (season) dependent. When = | yield per
unit area becomes constant at high N and the law of constant final yield is observed. This
model may be extended to describe the impact of a weed apaes on crop yield to give

w= Wy (l+a(N+ &Ny))~ -5
in which N., is the density of weed species at crop harvest and © represents the intensity of
interference by the weed or the equivalence value of an individual weed plant to a crop plant
(Watkinson, 1981). This equation has equal relevance in predicting weed biomass which may
interfere with harvesting.

THE UTILITY OF MODELS

The application of the models outlined above have led to initial attempts by simulation to
explore the consequences of alternative management policies and also provide a means for

assessing competition.
Following equation 5, Fig. 1 (Firbank, unpublished) illustrates yield interrelationships

between spring wheat and corncockle and its application as a tool for strategic assessment of
competitive interactions. It is strategic in the sense that it relates weed and crop density at
harvest to crop yield. Moreover it demonstrates the reciprocity of interspecific competitive
effects. The greatest crop yield loss per weed plant occurs at the lower densities of weed
infestation since at the higher densities of Agrostemma intraspecific interference becomesof

increasing and disproportionate importance. Scragg and McKelvie (1976) have documented
similar findings for Avena fatua. There is clearly no threshold density of Agrostemmarequired
to cause loss of yield, but a continuum of effect - whilst there is a threshold density required to

ensure noticeable yield loss. The model obviously has utility in assessing the comparative
outcome of two-species interactions for prescribed environmental circumstances and for making
comparative assessments of competitive ability amongst crop cultivars.

Preliminary attempts to predict weed infestation rates have been made by Manloveet al,

(1982) and Cussans and Moss (1982) ignoring density dependent regulation of seed production and
plant survivorship. Inclusion of this demographically important concept has not been attempted
to date and the paucity of available data and the reluctance of weed scientists to examine crop-
weed interactions at high weed infestation densities precludes any generalisation. Yet in
homogeneous cropping systerns with high inputs of resources for crop growth, intra and
interspecific density dependent regulation of weed fecundity rather than survivorship may be of

greatest importance. McMahon(1982) has demonstrated the intensity to which this may occur
in rhizome bud production in Elymus (Agropyron) repens and Manlove et al. (1982) have

confirmed the nature of the response for Avena fatua in Triticum aestivum. An important

adjunct to considerations of density dependentphenomena in the light of forecasting is the
morphological unit in the plant population that must be assessed. In Elymus repens shoot
complexes(tillers arising from orthotropic rhizome apices) appear more responsive recipients of
density-mediated stress than easily observable tillers (Mortimer and McMahon, unpublished).

This same consideration is of importance when using models to explore the dynamical properties

of weed populations and the sensitivity of rates of change to alteration of flux within elements

of the population. Mortimer (1983) for instance employed 'adults' (sensu shoot complexes) ina
sensitivity analysis for a population of E. repens experiencing minimaltillage.

The methods discussed above provide vehicles which in general are not appropriate for
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Fig. 1 The influence of weed and crop density on crop yield. The graph shows the model of

equation 5 (see text) fitted to data from a field experiment in which spring wheat (cv Sicco) and
corncockle (Agrostemma githago) were planted simultaneously. The competition coefficient,
a, for the effectof A. githago on wheat was 1.63 and for wheat on A. githago was 0.41. All
scales are logarithmic.
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tactical forecasting procedures. The requirement here is the ability to be able to predict the
short term trajectories of populations in relation to functional driving variables (notably climate
and fertilisers) and their response to control practices (chemicals) within the wider context of
damage functions. Orwick et al.(1978) have approached the former using continuous simulation
procedures. However the literature reveals a dearth of information needed to predict the
relative contributions to damage components that individuals in a weed population make. It is
possible however to make some notional qualitative statements on the lines proposed by Elliott
(1982). By example, for a monocarpic weed species with a stage distributed population in an
annual cropping system, individuals at a similar or greater stage than the crop arelikely to
cause disproportionate damage in terms of crop yield loss in comparison to smaller (later
emerging or suppressed) members of the weed infestation. Conversely these individuals may
make the largest contribution to inefficiency at crop harvest (Elliott, 1980) being delayed in
maturity and in consequence comprising proportionally the bulk of living biomass at harvest to
interfere with harvesting operations. Discriminatory control procedures against weeds may
also interact with their age or stage distribution. Those individuals which by virtue of
appropriate size and physiological stage of development become the targets of control, may
protect suppressed individuals in a hierarchy who are released onty with the demise of those
elements of the population conspicuous to the control measure. Contributions to future
damage may also be distributed disproportionately according to age-state. The act of
harvesting may prohibit late developing individuals from dispersing reproductive propagules to
the ground through death or removal! with the crop at harvest.

Whilst some proposals exist for predicting the outcome after selective removal of
components of a weed infestation (Lefkovitch, 1967, Mortimer, 1983), the nature and magnitude
of compensating processes in the survivor population of weeds and in the crop through
competitive release have not been substantially investigated. A part exception to this are the
studies of critical periods of competition (Roberts, 1976) but this empirical approach,
subsuming differences in weed flora, belies the understanding of competitive interactions that

may occur. Firstly the act of weed removal may or may not release resources for crop
utilisation. Secondly, if weed removal becomes substantially delayed crop recovery can never
be complete either because of insufficient time left in the growing season or because yield
components have been already determined or because of resource exhaustion. In some crops
there is therefore an ideal period of weed removal invariably site and season specific, beginning
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before the critical time for full compensation and ending when crop growthis sufficiently well
developed that later recruits to the weed infestation cause no yield loss. This period is not
howevera critical period of competition - competition begins when plants are at growth stages
sufficient to interfere with one another in the process of resource capture and ends only in
death or removalof plants or when resources are no longer limiting growth.

The methodologies outlined so far are applicable to single species and are most pertinent
to persistent weeds in otherwise clean crop monocultures. Expression in stochastic form leads

naturally to risk analysis. Furthermore their extension to distinction between genotypes within
populations is a logical application to analysis of mixures of susceptible and resistant individuals

to herbicides (see Gressel and Segel, 1982).

HETEROGENEOUS CROPPING SYSTEMS - GRASSLAND AND RANGELAND

Weeds in pastures and rangelands fall into two categories - those which are toxic or
physically harmful and those which are neither but indigenous to the agroecosystem. The
former represent a group amenable to single species analysis as discussed above. Forthe latter
however, the chain of relationship - prehension, palatability, digestibility and conversion

efficiency - between plant biomass on offer and herbivore weight on ‘hoof' represents
considerable complexity. It has not been fully considered for indigenous weed (?) species
(Snaydon, 1978). Whilst 'grazing' models are well established (Van Dyne and Abramsky, 1975),
analytical methods (Noy-Meir, 1975) are still in a juvenile state. Sufficient data now exist to
emphasize that the flux of individual plants in grassland pastures and their neighbour relations
are of crucial importance (Turkington and Harper, 1982). This dynamic nature of populations in
heterogeneous crops that show long term compositional stability has much to do with localised
spatial heterogeneity and environmental variance (Harper, 1978). It is only with descriptions of
patchiness that the door to forecasting with precision will begin to open for these systems.

FUTURE NEEDS AND CONCLUSIONS

A commonassertion of ‘pest’ ecologists is that additional data is needed for successful
forecasting. This is undoubtedly true for the prediction of weed infestations and their
control. Yet amassment of demographic data is an expensive process and must be conducted
towards rigorously defined objectives. These are defined importantly by end-user requirements

and economic considerations. Shoemaker (1977) has pointed to the weakness of taking strategic
models (sensu Table 2) and using them to seek cost effective solutions. But the 'bottom-up'
approach discussed here represents the important first step towards forecasting in weed

science. Until the realised niche of weed species (Mortimer, 1983) is described and the
likelihood of phenological and evolutionary change under alternative management practices

assessed, crop production will be vulnerable to adventive species - new or old weeds! One of
our future concerns must be with the population ecology of weeds.

Another future concern must be the development of tactical forecasting methods. The
location of weed infestations in a crop may be observed from previous growing seasons and

future ones predicted with some certainty, as short-distance dispersal of reproductive
propagules tends to be the rule. "Size of inoculum" may be measuredby soil sampling. Whilst

this starts to define action thresholds and gives justification to prophylactic control, translation
of the inoculum into injurious plant communities is at present a poorly forecastable event (but

see Roberts and Ricketts, 1979). We lack Bayesian probability matrices for decision making
purposes based on a fundamental understanding of competitive interactions when components of

the total plant community are differentially selected against by chemical control. It is here
that forecasting weeds has common meteorological ground with other pests. The ability to

predict spray days on the one hand and subsequent allometric change in growth of plant parts as
a consequence of weed suppression by spraying on the other, are central to developing a

rationale to integrating herbicide use with the intrinsic biological control of weeds by crop
competition (see Hawton, 1980). This is the central and formidable challenge to forecasting

and the assessment of therapeutic control methods for the containment of weed infestations.
We must be equally concerned with crop yield and weed yield to future infestation potential.

A last concern comes with putting theory into practice. It would seem wise to wait a
little on'theoretical' gestation before attempting practical implementation even bearing in mind

the pressing needs of current circumstances. 
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INTEGRATING ECONOMIC ANALYSIS WITH POPULATION MODELLING IN PEST MANAGEMENT PROBLEMS
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ABSTRACT

This paper reviews the various types of models created to aid in the

development of pest management programs. Studies are categorized by their

purpose and by the techniques used in their construction and computation.

INTRODUCTION

Developing effective pest management programs depends not only upon underst.anding

pest population dynamics but also upon being able to evaluate the economic impact of

various management policies. Mathematical models have been an important tool in

this endeavor. Management models are an attempt to Gescribe the crop ecosystem in

sufficient detail so that the impact of alternative management strategies can be

evaluated. Building upon our understanding of the fundamental ecological and physio-

logical processes involved, models can be used to estimate what will occur if

environmental conditions or management decisions vary from those for which empirical

field data is available. Since it is not economically or physically feasible to test

for every possible weather and management condition, models are an important tool in

evaluating the likelihood of success of a range of management alternatives under a

range of environmental conditions. Models can be used to screen for the best aiter-

natives for each set of environmental conditions. Those policies selected by the

screening procedure can then be the focus of field experimentation. Hence models do

not replace the need for field and laboratory experiments -— instead they are a pro-

cedure by which we can increase the amount of information obtained from empirical

studies.

There are a number of different types cf management models developed to answer

different questions. Factors distinguishing models include their scale of applica-

tion (e.g., single field versus a region or entire country), the degree of economic

and biological detail incorporated, the techniques used (e.g., Simulation, “ptimizatim

or mathematical analysis) and whether randomness in variables is incorporated (e.g.,

deterministic versus stochastic models).

STUDIES FOCUSING ON ECONOMIC ANALYSIS RATHER THAN ON POPULATION DYNAMICS

Some of the models developed to assess pest management alternatives have had

little or no description of pest population dynamics either because the information

was not available cr because it is not computationally possible to incorporate given

the scale of the problem. For example, models which attempt to evaluate economic

impacts of pest management on a regional or country-wide scale usually cannot in-

corporate a detailed description of pest dynamics. Pimentel and Shoemaker (1974)

used an econometric model to evaluate the impact of changes in pest management prac—

tices on the spatial distribution of crop production throughout the United States.

This study was later expanded to include a wider range of integrated pest management

practices including scouting, diapause control, plant variety and trap cropping

(Pimentel et al. 1979). The model utilized a linear programming formulation in

which the decision variables are the number of acres planted in each crop in each

geographic location. Changes in pest management cause changes in production costs and

in yields which in turn change the optimal location for growing crops.

To incorporate the impact of quantity produced on the price, it is necessary to

utilize a nonlinear optimization procedure. Rovinsky et al. (1989) developed an

optimization procedure which could be used for this kind of a problem. Rovinsky and

Shoemaker (1981) applied it to an analysis of the effect of changes in pest management

practices on cotton production throughout the United States.

Even for problems on the farm level, it is possible tc develop a useful economic

model of pest management without a detailed description of pest dynamics. Carlson
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(1970) and Norton (1976) both used decision analysis to determine the best procedures

for management of disease pests, relying upon a predetermined probability distributim

of the likelihood of disease severity. They did not attempt to model the dynamics of

the disease populations because information was not available to develop such a

model. Shoemaker et al. (1979) utilized a similar approach to consider the manage-

ment of a complex of disease and insect pests with a combination of cultural, bio-

logical and chemical control methods.

The work of both Carlson and Norton evaluated the impact of a farmer's aversion

to risk on his decisions. Feder (1979) extended this type of analysis to consider

the general pest management problem. He showed that more pesticide will be used if

it reduces variability in yields and incomes. Although he did not consider a specific

pest population, his approach is mathematically general enough to apply to a range

of population models including those which are quite detailed.

DETAILED SIMULATION MODELS OF PEST ECOSYSTEMS

In contrast to the economic models discussed above, there have been a large

number of simulation models developed which have very detailed descriptions of the

population dynamics of the pest ecosystem. Such models typically include variables

to describe the number of individuals in each pest age class and the amount of bio-

mass stored in leaves, stems, fruit and roots. Ruesink (1976a) gives an extensive

review of such models. More recent work,like Reichelderfer and Bender (1979), com-

bines a detailed population model with a more complete economic analysis. For

example, Wedberg et al. (1977) used a simulation model to determine economic thresh-

olds for Hypera postica. With the simulation model they were able to develop thresh-

olds which depend upon crop height as well as on pest density. These thresholds have

been incorporated into extension recommendations made in Illinois. Troester and

Ruesink (1982) developed an interactive version of their simulation model of Agrotis

ipsilon to enable farmers to evaluate the alternative control strategies based upon

information relevant to their local conditions of weather and pest infestation level.

The effect of pest damage on crop quality can have a substantial impact on the

economics of pest management. Onstad and Shoemaker (1983) utilize a simulation model

which describes the dynamics of alfalfa weevil and alfalfa growth to predict the

impact of pest damage and management strategies (insecticide applications and harvest

timing) on alfalfa quality and quantity. Since alfalfa in Northeastern United States

is consumed primarily on the farm where it was grown, it was necessary to utilize a

separate model to compute economic value of the crop as a function of its tonnage

and quality. Their analysis indicated that alfalfa should be harvested earlier than

is currently the general practice. With an early harvest, weevil populations should

not require an insecticide treatment for most weather patterns, even when initial

population densities are quite high.

Choristoneura fumiferana has been the focus of several intensive modelling

efforts. The simulation models developed by Jones (1979) and Stedinger (1977) differ

from those discussed above in several respects: they describe population dynamics

over a large region, they consider very long time periods (about one hundred years),

and they include a random number generator to describe stochastic variation in

weather patterns. The reasons for these differences are intrinsic to the differences

between chronic agricultural pests and epidemic forest pests. The forests experience

spruce budworm outbreaks only about once every forty years. When outbreaks do occur

they tend to spread by migration over large areas, and management decisions are

usually made at a state or provincial level. Because of the scale of this pest

Management problem, the Jones model has been expanded to include an analysis of the

effects of alternative management practices on a range of socio-economic variables

including income and unemployment (Holling, 1978).

PHENOLOGY MODELS

Rather than publish an entire simulation model of an ecosystem, it is more common

for subcomponents of ecosystem models to be reported. Components include models

describing factors such as oviposition, predator-prey interactions or phenology. 
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In recent years, much more emphasis h o9een placed on the development of

phenology models for pest management. Phenology models attempt to predict the

occurrance of events (usually different life stages) without attempting J predi

density. Hence, they differ from more complicated simulation mcdels

do not consider mortality factors affecting the pest population nor do tl

the dynamics of the crop or natural enemy populations. The advantage of phenology

models is that because th are simpler and do not include hard-to-measure factors

like mortality, they are easier to construct and have a higher rate of success than

do their more complicated cousins. Phenology models are v ful in helping to deter-

mine the best timing for control actions, especially applications of microbial or

chemical pesticides.

A major concern in phenological modelling is how to incorporate variability in

development rate among individuals. Welch et al. (1978), deWit and Goudriaan (1978)

and Ruesink 976b) utilize procedures by whi the number of age classe

computer model is manipulated to achieve the desired level of variability

the age classes, the greater is the variabilit Ir >d by the model

approach is used by Kempton (1979), Birley (1977) an sawaet al. (in

i incorporate variability by mathematically describir

distribution function. In this way the number of age el:

, matertn, usually to represent the number of stag ]

eriments. The pr dure Ki ton (1979)

also differ from earlier studies in that they use maximum

estimate directly from field data the parameter valu L give the 5 it to

whole data set considering all life stages eously. The prc dure of Osawa

et al. has been expanded by Stedinger et al. oO ome he gy based on

samples with spatial correlation. This procedure was data Cc. fumiferma

deve lopme Shoemaker et al. (in preparation) have Ss —— his data to demon-

strate the use of Kalman filtering to update and improve phenology model estimates

as monitoring data becomes available during the growing season.

TATISTICAL MODELS OF REGIONAL POPULATION DYNAMICS

Most detailed population models used in management are based upon data collected

in a few locations. It is very seldom that adequate data is available to validate a

detailed population model over a large region. In order to be certain that the major

processes incorporated in detailed management models are correct over a wide area,

it is advisable to try to do some exploratory data analysis on the regional infor-

mation available. Studies by Fleming et al. (in pres a and b) are examples of

this type of an approach. Using six years of C iferana data taken from hundreds

of sites in Maine, they studied the impact of egg densities, defoliation and insecti-

cide spraying in one year on egg densities and defoliation in the subsequent

The results in some cases conflicted with generally held theories about this insect.

For example, neither high population density nor insecticide applications appear to

be as effective in reducing population growth as had been conjectured. Current work

(Fleming and Shoemaker, in preparation) indicates that two of the simulation models

developed to describe the spruce budworm ecos 2m do not appear to be

qualitatively mimic the regional Maine data.

OPTIMIZATION MODELS

Another approach to the analysis of pest management is the use of optimization

methods. These procedures have the advantage that they select the optimal policy

without evaluating every possible alternative management strategy. With simulation

methods it is necessary to recompute the model for every different alternative con-

sidered. For example, if we want to consider whether or not .an insecticide should

applied at each of eight time periods, there are a total of 2 or 256 different alter-

natives. This is very expensive in computer tim An optimization method can be used

to find the most economical alaternative without exhaustive evaluation of every

alternative.

}
IC

There are a wide variety of optimization techniques available. The optimization

technique most widely used in economic applications is linear programming. Unfortu-

nately, pest Population management problems are usually nonlinear because the effect
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of the decision variable (e.g., pesticide) usually needs to be represented by a

function involving the product of the decision variable and the state variable (e.g.,

the pest density). Shoemaker (1973) used a nonlinear optimization method, dynamic

programming, to evaluate the management of a predator-prey system in which the

insecticide killed some of the predators as well as the pest. Regev et al. (1976)

used a reduced gradient optimization method to consider the management of alfalfa

weevel. Their analysis included a simple hut dynamic description of both the pest

and crop.

Optimization methods have limitations, and frequently it is necessary to simplify

the biological model in order to facilitate the use of an optimization model. For

example, the model by Regev et al. contained only three age classes and the 1973

model by Shoemaker contained only one age class. A later paper by Shoemaker (1979)

developed a method by which a much larger number of age classes could be incorporated

into a dynamic programming model. Talpaz et al. (1978) utilized a nonlinear optimi-

zation procedure to compute the best policy for managing cotton boll weevil. The

optimization procedure worked in conjunction with a detailed simulation model of

cotton and boll weevil population dynamics.

All of the optimization models discussed above have been deterministic. Because

of the importance of random events like weather it is important to incorporate this

uncertainty into models used in management. Dynamic programming is the only optimi-

zation method which can both incorporate the uncertainty associated with random

events and can correctly recommend decisions based on observations taken during the

decision process. For example, in a study by Shoemaker and Onstad (1983) the

weather in the future is not assumed to be known exactly. Instead several weather

patterns are possible and there is a specified probability distribution for each

(Shoemaker, 1982). However, information about the weather patterns and pest densities

is incorporated into the model recommendations as this information becomes available.

The model utilizes stochastic dynamic programming and considers biological control by

a parasite and cultural control by early harvesting as well as pesticide control.

In another application of dynamic programming, Shoemaker (in press) extends the

earlier 1979 paper to incorporate the effects of stochastic events like rainfall on

pesticide toxicity.
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PHEROMONE MONITORING OF THE PEA MOTH, CYDIA NIGRICANA (F)

A.J. BIDDLE1, J. BLOOD-SMYTH2, J. COCHRANE3, B. EMMETT4, D.G. GARTHWAITE, J.C. GRAHAM6,
ALR. GREENWAY, T. LEWIS9, E.D.M. MACAULAY?, J.N. PERRY, M.C. SMITH®, D.M. STURGEON,
C. WALL

Processors and Growers Research Organisation, Thornhaugh, Peterborough, U.K.

Ministry of Agriculture, Fisheries and Food, A.D.A.S., Cambridge, U.K.

Meteorological Office, A.D.A.S., Cambridge, U.K.

Ministry of Agriculture, Fisheries and Food, A.D.A.S., Leeds, U.K.

Rothamsted Experimental Station, Harpenden, Hertfordshire, U.K.

Department of Pure and Applied Biology, Imperial College, London, U.K.

Background and objectives

Dry harvest peas for human consumption or seed in the U.K. were valued at £19.5 M in
1982. Peas damaged by the pea moth must be removed as waste at harvest; penalties represent

a loss of 1 - 1.5% of the gross value per 1% damage. To be effective, insecticidal sprays

must be timed to kill newly hatched larvae before they enter pods; the critical period
varies from year to year and field to field. The objective of this work was to produce a
monitoring system, operated by the farmer, to determine when moths migrate into individual
fields and, thereby, the first date to spray for optimal control.

Materials and Methods

Two sticky traps, each containing 3 mg E-10-dodecen-1-yl acetate (an analogue of the
moth's natural pheromone), are placed in each pea field. Traps are examined every two days.

When 10 or more moths are caught in either trap on two consecutive occasions, calculations

are started for egg development rates to predict first larval hatch. These calculations are
done either by the farmer (using local temperature records and a simple calculator), or by

computer at A.D.A.S. Cambridge, using data from the Met. Office. Farmers can obtain a spray

date prediction based on their trap records and the computer model, by telephoning a pre-
recorded tape at A.D.A.S., Cambridge or P.G.R.O.

Results and conclusions

Approximately 40% of dry harvest pea growers in the main U.K. pea area (East Anglia)

used the traps in 1982. The traps are cheap, simple to use, species specific and can be used

in individual fields to provide local warnings of attack. Specialist interpretation of trap
catches is available through a 'phone-in' service provided jointly by A.D.A.S. and P.G.R.O.
Some growers run traps but do not use the 'phone-in' service whilst others 'phone-in'

without running traps - this must be discouraged.
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PGPULATIONS OF SITONA LINEATUS L. ON FIELD BEANS

N. HAMON

The Hatfield Polytechnic, Collece Lane, Hatfield, Hertfordshire, England

R. BARDNER

Rathamsted Experimental Station, Harpenden, Hertfordshire, ALS 2JQ, England

Almost all crops of field beans (Vicia faba L.) in Britain are infested by the Pea and

Bean Weevil, Sitona lineatus. The pest has one generation a year, adults invading the crop

in spring, mainly by flight. They can be found on foliage throughout most of the summer,

although overwintered adults are most abundant in May and June. Their feeding results in the

characteristic U-shaped notches in the edges of leaves.- Each female lays several hundred

eggs and on hatching the larvae infest and destroy the nitrogen-fixing root nodules,

populations of larvae being highest about the time of pod set. After pupation in the soil

the new generation of adults emerges in the late summer and feeds on a variety of leguminous

crops and weeds before winter quiescence.

Controlling Sitona larvae will increase the yields of beans, but insecticides which

control both adults and larvae are more effective, and recent simulation experiments suggest

that feeding by adults may also cause yield loss. A correlation has been established between

the numbers of larvae per root of spring-sown beans and subsequent effects on yield. Average

populations of larvae are likely to be associated with losses o* about 0.5 t hal.

The flight activity of adults can be monitored by suction traps of the Rothamsted Insect

Survey, but this information is of limited use in predicting the risk of attack. Flight can

occur throughout April and May, and by the end of May large numbers of eggs have often been

laid, but it is then too late to apply insecticides. Another complication is the large

numbers of eggs laid. Mortality of eggs and young larvae is very high, competition for root

nodules being intense.

Adult numbers on bean plants are greater the earlier the sowing and fewer the more dense

the crop. There are indications that they are also positively related to field size and the

intensity of pea and bean growing within a district, although adults seem to have little

difficulty in locating isolated crops. Up to 62% of adults can be parasitized by the

bracenid Dinocarpus rutilus Nees but this is only after nost eggs have been laid. Predation

of adults by Carabids is low in the spring, but can account for 12% of newly emerged adults

in the summer.

Larval numbers are positively related to the amount of root nodulation, but negatively

to plant density. Predation and parasitism of larvae and pupae seem unimportant.

Although it is not practical to define economic threshold levels in terms of the number

of adults invading bean crops it is possible to define crops whose yields are most likely to

be decreased by attacks.
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A MODEL FOR THE IMPACT OF SOYBEAN MOSAIC VIRUS IN SOYBEAN

W. G. RUESINK, M. E. IRWIN

University of Illinois, Urbana, Illinois, U.S.A., and Illinois Natural History Survey,
Champaign, Illinois, U.S.A.

Background and objectives

Soybean mosaic virus (SMV) occurs wherever soybeans are grown. It is transmitted

through soybean seed and, under field conditions, by aphids. SMV is already a serious
production problem in some parts of the world and could become serious in others if and when
factors favor its early-season spread (Irwin & Schultz 1981). These factors are primarily

the density of aphid vectors early in the season and high levels of infection in the seed

sown. We sought a method of forecasting the impact of SMV on yield and on seed transmission

that would work in most of the soybean producing regions of the world.

The model
A dynamic simulation model of SMV was written in Fortran. It uses observed daily aphid

landings, soybean planting date and soybean varietal characteristics as inputs. Harvest time

outputs are percentage yield reduction and percentage infected seed; daily outputs include
percentage infected plants and percentage source plants.

Aphid landings are measured using horizontal green pan traps at canopy height. The
model calculates a daily "vector intensity" by weighting the catch for each genus of aphid by

its efficiency as a vector then summing over all genera. Two crop phenology parameters are

required: days from planting until the plant is no longer susceptible to infection, and days

from planting to leaf senescence. Yield reduction and percentage of harvested seed carrying

virus are computed on a plant by plant basis, with both of these being determined solely by
the age of the plant at the time it becomes infected.

The model assumes that immigrant aphids do not bring virus into fields and that aphids
do not reproduce on soybeans.

Results and conclusions

Model accuracy was evaluated using 1982 data from 4 states plus 3 years of Illinois

data. In most cases forecasted levels of infection and yield reduction were within 20% of
the observed, but less accuracy was obtained on forecasts of seed transmission levels. The
shape of the observed disease progress curve always agreed closely with the forecast.

The model predicts that geographic regions that regularily have very low vector
intensities early in the season can safely tolerate planting seed that is up to 1% infected
with SMV. In these regions the level of seed infection will decline year after year,

eventually reaching very low levels. Regions with high vector intensities will experience
major yield losses if more than 1 seed in 10,000 is infected. These latter regions cannot

safely produce their own seed, because virus levels will increase year after year, regardless
of initial levels. Regions that have years of low vector intensity intermixed with years of
high vector intensity will experience occasional outbreaks of SMV unless precautions are
taken to insure that relatively clean seed is planted every year.

If aphid landing rate information is obtained for several years from a region, and if
immigrants are virus free and do not colonize soybeans, this model can be used to compute the
safe level of infection in planted seed.
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POSSIBILITIES OF FORECASTING PRIMARY INFECTION OF POTATO LATE BLIGHT
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Research Fotato Institute, Brasov Agricultural Faculty, Bucharest, Rumania.

Background and objectives

The prophylactic protection of the potato crop against late blight (Phytophthora

infestans) is necessary even if post-infectional fungicides are used. An economic preventive

control strategy could be implemented if the occurrence of primary inoculum from infected

seed tubers could correctly be predicted. Several authors, e.g Hirst & Stedman, 1960,

and recently Easton, 1982, referring to arid central Washington State, have argued for

forecasting this real start of the epidemic. Current forecasting methods make assumptions

about this initial stage without actually taking it into account. Our work partially Fills

this gap.

Materials and Methods

16: 352 artificially infected tubers were planed in Brasov (540 m altitude) in 1959-82,

and 4,910 tubers in Slobozia M (90 m) in 1974-82. The occurrence and incidence of primarily

infected plants were correlated with climatic conditions and soil properties in order to

detect possible determinants/predictors. For data processing a stepwise discriminant

analysis and simple polynomial/muitiple regression analysis were used.

Results and conclusions

: The factors allowing possibilities of yes or no occurrence of PI (primary infection)

to be significantly distinguished are soil temperature and precipitation in Brasov but only

the latter in Slobozia M. The variation of PI incidence, between 0.69 - 11.25% in Brasov,

was governed by precipitation and also influenced somewhat by soil clay content. The

occurrence of PI was influenced by the time of planting: the first appearance of PI varied

from 27-29 days in Brasov, and was dependent mainly on soil temperature, and from 40-77 days

in Slobozia M, when it was influenced both by soil temperature and precipitation. Based on

these relationships, descriptive and predictive mathematical models have been constructed.

A preliminary model for the prediction of PI occurrence has a standard error of estimation

of 8.3 days in Brasov and 5.5 in Slobozia M.
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BIONOMICS AND SAMPLING METHODS FOR THE NORTHERN CORN ROOTWORM IN QUEBEC,

W. N. YULE, C.R. DOMINIQUE, M.A. MATIN

Macdonald College of McGill University, Ste. Anne de Bellevue, Quebec, Canada

Background and objectives
The Northern corn rootworm (NCR), Diabrotica longicornis (Say)(Coleoptera: Chrysome-

lidae) is a recently-arrived pest of corn in Quebec , where its establishment is being
encouraged by the modern practice of growing continuous monocultures of corn. It has been
known for a much longer time as a very serious pest in the corn belt states of mid-west
U.S.A., and in S. Ontario. The larval stages cause most of the direct damage to corn
plants by eating the roots, but adults may also reduce grain yields by eating the ear silks
at pollination time and affecting seed development . As a basis for scientific management
of this potential pest, and in order to develop local economic threshold, population pre-
diction, and control decision data for this recently-invaded area, basic studies on bio-
nomics and sampling methods for the various stages of this pest have been made over the
past four years.

Materials and Methods
Observations and measurements of life cycle stages and habits were made in commercial

corn fields in S. Quebec, experimental field plots, and on caged populations in glasshouse
and laboratory cultures. Sampling methods for the various stages of the pest were developed
with field populations using standard ecological and statistical techniques ; practical
conclusions and recommendations for sampling procedures were formulated, and a partial life
table and information on population dynamics of the species under Quebec conditions were
developed from the results of these studies.

Results and Conclusions
The threshold temperature for development of NCR eggs was estimated at 9.7°C. The

mean thermal constant for first hatching in the laboratory was 326 degree days above 9.7°C.
Eclosion occurred in the field when average soil temperature conditions at the 5 - 10 cm
depth reached 331 - 334 degree days. Pupation occurred in the soil from late June to early
July. Adults emerged from mid-July to August, and oviposition occurred during the same
period. Oviposition preferences of NCR beetles were studied in relation to local soil

types, soil moisture, and soil surface conditions, both in the laboratory and in the field
under free choice conditions. In both cases, a clear preference was shown for moist,

cracked, clay soil. The behaviour of adults held under controlled environmental conditions

(12L:12D diel light 23 + 2°C temperature, 60 - 80 per cent RH) was investigated, and
emergence, locomotor activity and sexual behaviour were recorded. The duration of larval
stages reared in the laboratory on natural diets were compared with those for field-

collected larvae. Natural enemies and mortality factors for the species were investigated
in the field. A simple method for rearing NCR in the laboratory was developed.

Horizontal distribution of NCR eggs around plants was random in three Quebec corn-
fields. Vertically, 72% and 24% eggs occurred in the surface 10 cm soil before and after
fall plowing, respectively. A 5 x10 cm x 15 cm (deep) sampling unit was appropriate for
estimating egg populations before plowing. Thereafter, 20 cm depth was needed. Larvae and
pupae were concentrated around the root system and a soil quadrat 20 x 20 cm x 10 cm (deep)
was an easily reproducible sampling unit. Direct counting on corn plants in early morning
was the most efficient method for adult sampling. Sample sizes for all stages were cal-
culated for different precision levels. Spatial distributions of eggs and larval field

populations were contagious, and a stratified random sampling is appropriate for density
estimation. Spatial distribution of adults changed with corn phenology. Average mortality
of overwintering eggs was 66% and of spring larvae 89%. The field population density of
beetles did not change significantly during 1979-82.
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ROTHAMSTED INSECT SURVEY CEREAL APHID MONITORING SCHEME - "RISCAMS"

A.M. DEWAR

Rothamsted Experimental Station, Harpenden, Hertfordshire, ALS 2J3Q, England

Background and objectives

The Rothamsted Insect Survey (RIS) suction traps give early warning of cereal aphid

migration and arrival into crops. Subsequent development uf aphid populations on cereals is

strongly correlated with later trap catches in some years, e.g. 1979, when their development

in different fields was synchronised. In other years, however, correlations between trap

catches and field populations are more diffuse due to large differences in aphid population

development between fields, e.g. in 1980 and 1981. RISCAMS was designed to investigate the

extent of the variation in aphid populations between fields within and between different

regions in the country, and to identify factors which contribute to that variation, thus

enabling more accurate and discretionary interpretation of RIS trap data in the future.

Materials and Methods
In 1982, a total of one hundred wheat fields, comprising 37 fields in Hertfordshire and

Bedfordshire, 30 in Suffolk and Norfolk, and 33 in Essex, were sampled weekly for four weeks

in June. All the fields lay within a 35 km radius of the RIS suction traps at Rothamsted,

Brooms Barn and Writtle respectively. Crops were monitored by three non-entomologists

trained in aphid identification, sampling procecures and data recording at Rothamsted. Aphid

numbers were estimated using Rabbinge's method cf counting the proportion of tillers infested

with aphids, and converting this to actual density using established regression equations.

Records were also taken of the cultural and chemical history and the topography of each field

to investigate the effect of various agricultural practices on aphid abundance. Observations

of the more common natural enemies, such as coccinellids, syrphids and lacewings, mummies and

diseased aphids were also noted.

Results and conclusions

Aphid numbers were generally low in all three regions in 1982. Both Sitobion avenae and

Metopolophium dirhodum were oresent in approximately equal numbers, but their populations

never rose above two per shoot in any of the fields examined due largely to the activities of

natural enemies, especially syrphid and lacewing larvae. The only factor to have a signifi-

eant effect on aphid numbers was the use of insecticides, which, although unnecessary, were

usually applied as part of a spraying programme irrespective of aphid density. In unsprayed

fields there were small differences between regions, which charged through the sampling

seriod. In tne beginning of June there were more aphids on average in Hertfordshire and

Bedfordshire than in either Essex or East Anglia, but, by the end of June, numbers in the

latter region had increased to almost 0.8 aphids per shoot, while populations in the other

two regions remained approximately constant throughout (Fag: “Tis

The variation between fields within a region in 1982 was slight, but may be greater in

other years when natural enemies are less abundant. Predetors reduced variation by preying

on the densest populations, thus masking the effects of other egricultural practices such as

sowing date or variety. This first year of RISCAMS showed that large scale sampling was

feasible and it will be expanded to other regions in future years.
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FORECASTING OUTBREAKS OF THE GRAIN APHID
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Background and objectives
Outbreaks of grain aphid, Sitobion avenae, occur sporadically depending on interactions

between (i) the timing and number of alate immigrants entering a crop, (ii) weather during
and after immigration and (iii) the abundance of natural enemies. The effects of adverse
weather such as heavy rain on aphid population development have not been quantified but more
information is available on natural enemies and aphid immigration. This paper describes an
attempt to simulate and quantify interactions between aphids and their natural enemies with
the long-term aim of predicting in which years the latter are likely to prevent aphid out-
breaks.

Materials and Methods

Aphid and predator numbers per square metre were estimated from samples taken in wheat
fields at Rothamsted from 1978-1982, and at Norwich in 1976, 77 and 78 and were used to
validate a simulation model. At Rothamsted samples were collected using a vacuum sampler
when aphid densities were less than one per tiller and direct visual counts made at higher
densities (Dewar, et al. 1982); at Norwich visual counting was used exclusively.

The simulation model was initiated by the first field sample with aphids present and up-
dated by subsequent immigration, as measured by suction traps, until the end of flowering.
The expected daily logistic population growth of S. avenae was calculated, with temperature
as the main driving variable, though the effect of the developmental stage of the crop on the
aphids was also considered. The rates of increase at the minimum, maximum and mean tempera-
tures were calculated and the average of these three rates was used in the model. The
developmental stage of the crop was updated using a two-factor polynomial equation with day
degrees, above a threshold temperature of 6°C, as the independent variable. Predation rate
was calculated from the observed numbers of predators in the field and their consumption
rates measured at various temperatures in the laboratory.

Simulations were made using data from several years to show examples of (i) low numbers
of immigrants resulting in no outbreak (1978) (ii) high numbers of immigrants leading to an
outbreak (1977) and (iii) high numbers of immigrants failing to produce an outbreak (1980).

Results and discussion
The predicted population growth curves were similar to the observed field situations for

all three examples indicating that, with knowledge of the numbers of aphids migrating into
the crops and the effects of natural enemies, the model gives a reasonable description of the
population dynamics of S. avenae.

Both the timing and, to a limited extent, the size of the spring migration of this
species as measured by suction traps can be predicted from the weather, especially tempera-
ture, during the winter, with mild conditions encouraging early migrations of many alates and
vice versa. However, while late migrations of few aphids never result in an outbreak, the
converse is not always true and to predict outbreaks following large early migrations good
estimates of the potential for natural enemies to control aphids below the economic threshold
are needed early in the season. Unfortunately no practical method of estimating this
potential is yet available, and current research is directed towards this end.
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FORECASTING OUTBREAKS OF THE GRAIN APHID SITOBION AVENAR IN HAST ANGLIA

K.F.A. WALTERS, S.J. WATSON, A.F.G. DIXON

School of Biological Sciences, University of East Anglia, Norwich. WNR4 7TJ

Background and objectives

The grain aphid (Sitobion avenae) is a serious pest of cereals in England but its

abundance varies from year to year. Cereals in East Anglia are colonized in spring when

aphids fly from their overwintezing sites and both the size and timing of this migration are

important in determining the likelihood of a cereal aphid outbreak. Techniques have been

developed for forecasting the size (Watson and Carter 1 3) and the timing (Walters 11982)

in East Anglia and this report describes recent attempts to combine the two methods into a

single forecasting scheme.

Materials and methods

A simulation model of cereal aphid population dynarics (Carter etal.

+ the effect of changing the time and the size of the eeieaievation

eqjen3 KaeemeNE of aphid populations. Init ally, deta collect routine
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THE INTERPRETATION AND DISSEMINATION OF APHID MONITORING DATA

G.M. TATCHELL, I.P. WOIWUD

Rothamsted Experimental Station, Harpenden, Hertfordshire, AL5 2JQ, England

Aphids are the most important group of pests in Britain causing both direct feeding
damage and transmitting plant virus diseases. Annual crops are infested by alatae (winged
aphids) flying in after emergence of the plants. These migrant aphids have been monitored
continuously since 1968 by the network of up to 23 suction traps of the Rothamsted Insect
Survey distributed throughout Britain sampling at a height of 12.2 m. Currently vertically
looking radar with high-speed signal processing is being developed to monitor aphid density
profiles to be used to supplement the suction trap samples.

Aphids from the English traps are identified to a tight weekly schedule at Rothamsted
by a team of trained assistants using instant visual recognition and visual keys. Data are
entered into an MSI/77 hand-held data logger using bar codes for speed and accuracy. The
aphid data are down-loaded from the data logger onto a MIDAS 3HD 8-bit microcomputer where
a suite of programs validates them and produces the 'Aphid Bulletin' (a table issued weekly
with the numbers of 30 pest aphids recorded from each trap during the previous week).

For some species forecasts have been developed to predict the timing or the size of
aphid infestations from suction trapping data. For example if five or more black bean aphids
(Aphis fabae) are recorded in a trap by mid-June, spring-sown field beans (Vicia faba) in
that area are likely to be damaged. Other examples are the timing of the start and finish
of the migration of the damson-hop aphid (Phorodon humuli) from its winter hosts to hops
(Humulus lupulus) which can be predicted from the preceding weather, and the risk of
infection of winter-sown cereals planted on different dates by barley yellow dwarf virus
which can be determined from the number of migrant vector aphids in the autumn in relation
to the proportions transmitting the virus. Such forecasts are combined with information
obtained by computer mapping and other rapid quantitative computer comparisons between the
current situation and the historical data-base. These comparisons are made weekly for each
of 10 regions of Britain for the 9 pest aphid species that infest cereals, potatoes, sugar
beet, field beans, hops and apples. These comparisons and forecasts are combined in a
second weekly report, the 'Aphid Commentary’.

The two weekly reports are sent by first class letter post to over 200 representatives
of crop consultants, Agricultural Development and Advisory Service (ADAS), pesticide
companies, and farmers. A survey of these people revealed that there is a secondary dis-
semination to about 100,000 individuals, especially in the arable areas of eastern Britain,
through newsletters, farm visits, telephone information services, Prestel, the agricultural
press and word of mouth.

The provision of such information from a large scale monitoring network is very cost
effective and provides considerable benefit to British agriculture by determining the need
for and timing of insecticide applications.
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DAMAGE THRESHOLDS IN THE FORECASTING OF BARLEY YELLOW DWARF VIRUS

D.A. KENDALL, B.D. SMITH

Long Ashton Research Station, University of Bristol, Long Ashton, Bristol, England

Background and objectives

Barley yellow dwarf virus (BYDV) is the most important virus disease of cereals atfect-

ing wheat, barley, oats, maize and most species of grass. In the U.K. the disease is usually

carried to autumn-sown cereals in September to November by winged migrant aphids and sub-

sequently spread to adjacent plants by their wingless progeny. Patches of infected plants

show in fields in spring and early summer.

The spread of BYDV in autumn-sown crops can be controlled by correctly timed insecticide

sprays in the autumn. However, the incidence of disease is irregular and differs between

regions from year to year. To avoid unnecessary spraying a system is being devised to

forecast infection risk. Part of this work has been to study the relationship between yield

and disease incidence and so define a threshold above which control becomes economically

worthwhile.

Materials and Methods

Data for winter barley and winter wheat have been obtained from a series of spray timing

trials done at Long Ashton and elsewhere in S.W. England between 1978 and 1981. All

experiments included 2 to 5 sowings at intervals from early September to mid-November.

Treatments with demeton-s-methy! (244 g a.i./ha) or cypermethrin (25 g a.i./ha) were

replicated within each sowing. BYDV infection was assessed in May-June by counting tillers

showing symptoms in l m2 sample areas. All plots were taken to yield. Only results from

single sprays applied between late-October and mid-November have been used here, since

treatments during this period gave the greatest yield increases (Kendall et al. 1983).

Results and conclusions

Yield increases from either insecticide treatment in winter barley correlated well with

the amount of BYDV in untreated plots (y = 0.70 x +1.61, r = 0.946; where y is the yield

increase calculated as a % of the unsprayed yield, and x is % tillers infected with BYDV).

The intercept of this regression is not significantly different from zero so the relationship

can be simplifield to y = 0.73x. This correlation has been revised from that reported

earlier (Kendall & Smith 198la) with the inclusion of more data.

A similar analysis for winter wheat indicates that BYDV infection is slightly less

damaging (y = 0.49x + 0.87, r = 0.7915; or simplified to intercept the origin y = 0.53x).

These regressions can be used to estimate the economic value of insecticide treatment,

and hence a disease threshold where spraying becomes worthwhile. For example, assuming

insecticide cost (including application) of £15/ha and average values for wheat and barley

crops to be £600/ha and £500/ha respectively, then the minimum yield increases to offset

insecticide cost would be about 2.5 and 3.0% respectively. Substituting these values in the

above equations suggests that insecticide treatment becomes cost-effective when crop

infection is # 4% in barley and about 5% in wheat. Hence, a forecasting system for BYDV

must aim to identify situations where crop infection is likely to exceed these threshelds.

This becomes increasingly important as crops are sown earlier; in our experiments with

sequential sowings BYDV infection has exceeded these thresholds in 11 out of 21 crops sown

before mid-October, but has remained below in all 18 crops sown after mid-October.

Improvements in the forecasting of BYDV are expected to come from cvrrent work on aphid

infectivity and dispersal, crop monitoring to predict local aphid popuia-ion changes and

virus spread, and from work on sources of aphids and virus (Kendall & Smith 1981b).
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THE INFECTIVITY INDEX AND BARLEY YELLOW DWARF VIRUS

R. T. PLUMB

Rothamsted Experimental Station, Harpenden, Herts., AL5 2JQ, U.K.

Introduction

Aphid vectors of barley yellow dwarf virus (BYDV) are especially common in the suction

trap catches of the Rothamsted Insect Survey in September and October. In consequence

cereals sown in the autumn are exposed to these potential vectors for a time dependent upon
crop sowing date and emergence. Counting aphids, either those caught in suction traps or
those on crops, does not give a reliable forecast of the risk of virus infection because of

differences and changes in aphid biology and, consequentially, behaviour in the autumn. To

supplement data from the Rothamsted Insect Survey, which monitors the numbers of migrant
aphids, the infectivity of aphids, i.e. those carrying BYDV and able to transmit it to host
plants, has been determined at Rothamsted since 1969 and subsequently at the Welsh Plant
Breeding Station (1970), Long Ashton Research Station (1976) and Shardlow (ADAS) (1982).

Materials and Methods

Aphids caught alive in a suction trap from 1 September to the end of the autumn

migration early in November are identified and potential vectors of BYDV placed individually
on test seedlings (I-leaf stage) of the oat cv. Blenda for a minimum of two days. Infected
plants are identified by symptoms, which ere confirmed by serology, 3-4 weeks later. The
Infectivity Index (11) (Plumb et al. 1981) is calculated each week by multiplying the
Proportion of aphids of each species transmitting BYDV by the number of the appropriate
species caught in the closest suction trap of the Rothamsted Insect Survey.

Results and Conclusions
Weekly calculation of the !I takes account of three of the most important influences

on crop infection by BYDV; aphid number, the proportion transmitting virus, and crop

sowing date and emergence. The data can be displayed as a matrix, of the || each week
against crop sowing date, which allows the determination of the I| for any crop at anytime.
At Rothamsted, experiments on time of sowing and autumn pesticide treatments have shown
that significant increases in yield are only obtained when treated crops have an I! of 50 or
more. It is not known for what area the || obtained at any one site applies, however, it
seems probable that regional forecasts will be required based upon local measurements of the

Il and the threshold value at which treatment is required. For the 1982/3 crops the
maximum |! at the four sites was Rothamsted (145), WPBS (0), Long Ashton (892) and Shardlow
(1763).

The Il is intended to be a guide to which crops will benefit from treatment and should
be interpreted in the light of experience and by reference to crop infection and || for
previous years. The scheme should allow more rational use of insecticides to control the
vectors of BYDV thus minimising losses caused by the virus and ensuring that insecticides
are used only when necessary. Evidence to date (Barrett et al. 1981; Kendall et al. 1982)
suggests that the optimum time for treatment with insecticideis late October/earlyNovember.

The present, direct feeding method of testing for infectivity gives the || for crops
emerged up to the end of the first week in October by the end of this month. In our

experience only rarely do crops sown, or emerged, after this date require treatment.

Quicker methods of indirect, serological testing for infectivity may shorten the time

required to obtain the Index but, so far, those tested have not proved sufficiently reliable

to replace the existing procedure. However, indirect methods may be of value for other
crops damaged by insect and especially aphid-transmitted viruses where counting vectors,

either in traps or on the crop, does not give a reliable forecast of infection.
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BARLEY MILDEW DEVELOPMENT IN WEST SCOTLAD

CHANNON

West of Scotland Agricultural College, Auchincruive, Ayr,
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A EUROPEAN APPROACH TO FORECASTING SEPTORIA IN WINTER WHEAT

DisJdy ROYLE!, Reds cooK’, A. opsT?

Lea Ashton Research Station, University of Bristol, Long Ashton, Bristol BS18 9AF DR;
Agricultural Development and Advisory Service, Cambridge, UK; 3Bayerische Landesanstalt fur
Bodenkultur und Pflanzenbau, Munchen, Federal Republic of Germany.

Background and objectives
Septoria diseases are major causes of yield reduction in winter wheat throughout

Western Europe. Of two common species, S. nodorum occurs most frequently and is most con-
sistently damaging, whilst S. tritici appears geographically to be more localised and is
usually active only early incrop growth. However, in some countries recently, S. tritici
has built up late in the season and has reached the upper leaves and occasionally the ears.

Although in general, Septoria develops in some crops in most years, economically damag-
ing attacks are sporadic and fungicidal control may not always be justified. Means of fore-
casting initial outbreaks and the rate of increase would enable more confident decisions to
be made on the need for and timing of control measures. Of several short-range, weather-
based forecast methods only a few have become operational, and because these sometimes are
unreliable a working group of the International Organisation for Biological Control (IOBC)¥
considered that a broadly-based approach to be problem through collaborative research was
needed. In 1981, we started a 3-year project to examine afresh relationships of Septoria
development to crop, weather and pathogen factors at sites across W. Europe chosen to embrace
a wide range of conditions influencing Septoria attack.

Procedures

Data have so far been collected from 18 site/years and 13 susceptible cultivars from the
UK, W. Germany and the Netherlands. In 1983, sites in Belgium and France are being included.
At each site information is obtained on general risk factors, e.g., previous cropping, soil
characteristics and fertiliser history, and on the current crop, e.g. sowing density, height
and yield. Systematic crop records are taken weekly from April (GS 30) until July (GS 75=82);
In order to ensure comparability of data, much attention is given to defining variables
explicitly. The intensity of disease is assessed separately for $. nodorum and Ss tritic.
in relation to the degree of leaf senescence and prevalence of other diseases. Spore yield,
a pathogen measure of disease, is also recorded. Interpretation of spatial disease spread is
aided by measurements of crop growth and density; at Long Ashton the effects of different
crop densities are being compared. Weather factors (temperature, humidity, rain) are moni-
tored at standard meteorological stations within 2 km of the crop.

Results and discussion
Much analysis awaits complete data acquisition. At this interim stage, attention is

focussed on comparing overall disease progress between site/years and on interpreting path-
ogen events, e.g. dispersal, infection, in distinct weather situations. This has allowed
hypotheses to be defined which are relevant to forecast options. The following are some
examples. (1) Irrespective of whether there is resident inoculum, disease spread is some-
times not explained by the weather criteria stipulated in several forecast rules for Ss.
nodorum, e.g. those based on a sequence of rain days. (2) When source inoculum (as pycnidia)
resides in the basal, senescent leaves of a crop in spring, the amount appears note a major
factor determining the magnitude of an outbreak or subsequent disease progression. Thus,
from similar source strengths, either S. nodorum and S. tritici can each become epidemic in
the same crop, (as at some UK sites in1981), or one ‘species only can develop to a severe
degree, (as S. nodorum at Long Ashton in 1982). Weather characteristics may at least partly
explain different behaviour of the two species. (3) Significant outbreaks of S. nodorum can
develop when sudden, heavy rain falls within 24h during an otherwise lengthy dry weather spell
These conditions are common in southern Germany and were also encountered in the UK in 1982.
(4) The rate at which rain falls interacts with crop density in determining the vertical
progression of S. nodorum inoculum. Dispersal is impeded and less disease results when dense
canopies prevent a proportion of high velocity raindrops from reaching inoculum sources with-
in a crop stand. In relatively open canopies a high rate of rainfall can elevate inoculum
30-50 cm through the crop stand in one step.

Hypotheses are being validated in separate experiments at Long Ashton and serve both as

an aid in the construction of mathematical models, which aim to identify key components of
Septoria development, and also to provide numerical estimates of linkages to weather and crop
variables. Such models are the precursors of new forecast methods.
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POPULATION MODELS IN STRATEGIC PLANNING FOR CONTROL OF AVENA FATUA

B.J. WILSON, G.W. CUSSANS

ARC Weed Research Organization, Begbroke Hill, Yarnton, Oxford, OX5 1PF

Background and objectives

Weed populations are powerfully influenced by systems of tillage and other husbandry

methods. In practice, these effects cannot be considered in isolation from the potential

kill by herbicides.
A model for Avena fatua in winter cereals can be used to describe such interactions.

The model is based on the life cycle of A. fatua, consisting of five pathways:

1. seed multiplication within the crop.
2. seed losses from the field in contaminated grain or straw.

3. seed losses from the stubble (natural or by straw burning).

4. seed losses within the soil.

5. mortality of seedlings.

Viable seeds (or seed equivalents) are used as the basic unit of population, and average

probabilities of seed increase or decrease for each pathway have been derived from field

experiments.

Materials and Methods
Four systems of growing continuous cereals are considered. These are annual tine

ecultivations or mouldboard ploughing, with or without straw burning. Starting with an

introduction of one plant, the population increase in the absence of herbicides can be shown

for each system. If complete control (say herbicides + hand roguing) is introduced to

prevent an arbitrary threshold being exceeded, the rate of population decline under the four

systems can be predicted. The minimum level of control needed to stabilise the population

and contain it below this threshold has been calculated for each of the four systems.

Results and Conclusions

Type of cultivation and straw burning influence the rate of increase of an uncontrolled

population. The model shows that A fatua increases most rapidly (x 3 annually) with tine

cultivation without burning, and least rapidly (x 1.6 annually) with ploughing and straw

burning. It follows that to prevent a threshold plant population being exceeded, control

measures have to be introduced in an earlier year of the build up in systems favouring most

rapid increase.

With tine cultivation systems seed reserves of A. fatua are less persistent. Tine

cultivation, as well as favouring increase of an uncontrolled pcepulation, also results ina

faster population decline than ploughing, when control of seeding is complete. Seeds in the

soil decline by 75% annually with tine cultivation, and by 65% annually with ploughing.

Control measures which prevent seeding will be needed for more years with ploughing than with

tine cultivation systems to reach a low population.

The model also shows that the minimum level of annual control needed to stabilise and

contain a population of A. fatua has to be higher for systems of tine cultivation (85%

without burning, 75% with burning) than for ploughing (80% without burning, 70% with

burning).

Rates of population change predicted by this model for continuous cereal growing accord

fairly well with those found in practice in long term population experiments (Selman 1970).
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CHOICE OF HERBICIDES AND FUNGICIDES FOR CEREALS IN FRANCE: COMPUTER PROGRAMMES TO AID
DECISION MAKING

L. LESCAR, R. DUHAUBOIS, J. TRANCHEFORT

Institut Technique des Céréales et des Fourrages (1.T.C.F.), Boigneville, F 91720 MAISSE,
France.

I.T.C.F., a farmer's organisation for cereals and fodder crops, proposes two micro-

computer programmes to aid decision making about choice of herbicides and fungicides in a

conversational way. These programmes have been tested by farmers and technicians since

autumn 1982. The aim is to help them to take account of all technical data available in

order to prevent routine applications which are generally neither adapted nor profitable, and

which may favour the development of resistant strains or the appearance of new diseases.

DESERB-ITCF works for all autumn and spring cereals: wheat, barley, oat, rye and triticale.
The farmer may choose six of the most important weeds he has in his crop froma list of 12

grasses and 50 broad leaved species. After having answered questions about cultivar, growth

stage and type of soil, the computer gives him a choice of solutions: (1) a list of wide

spectrum herbicides to destroy all the weeds chosen, and/or (2) possibilities of including

different timing of sprays with a succession of herbicides. The products are selected
according to (a) selectivity on the crop at the growth stage chosen (b) efficacy on grasses
and dicotyledonous weeds.

This programme can also give advice on resowing a spring crop after a winter cereal

sprayed with herbicides in the autumn according to the delay between spraying and drilling,
rates applied and soil types.

FONG-ITCF makes it possible to determine, for each wheat plot, whether it is necessary to

treat and, if so, when and with which fungicide. The questions which the farmers have to
answer are simple and deal solely with disease development and crop conditions. Some

climatic data of that particular year, at the beginning of stem extension and at heading, are

introduced into the programme. The principle of this programme is: (1) to determine the basic
risk which is linked to a range of more or less easily observed diseases. This risk is

determined from crop conditions (previous crop, soil preparation, cultivar, date of sowing).

The basic risk may be low (score < 10), moderate (score 10-13) or high (score > 13). (2) to

evaluate the specific risk from one or several diseases which are developing significantly in
the particular plot (eyespot, Septoria, Rusts...)

The need to treat and the choice of product depends on the replies given to these two
groups of questions. In the case of low basic risk, no treatment is advised except if the

threshold is reached for one or more diseases. A product is then chosen which is efficient
only against these particular diseases. If the basic risk is moderate, two treatments are
recommended (1 - 2 nodes and heading) with a fungicide which is fairly efficient against this
basic risk (e.g. benzimidazol + dithiocarbamate). If, however, the threshold is reached for
one or more diseases, a product which is also very effective against these particular

diseases will be chosen. If the basic risk is high, two treatments are recommended with
chemicals which are not only very effective against the basic risk but also against diseases

which may be observed on the field. In that case, the choice is made from the fungicide with
the widest range.

The weak point of the present system is that climatic conditions are not taken into

account very accurately. Studies of models are in progress to improve this programme.

Materials

The two programmes have been written in ‘Basic 80' by microsoft and compiled. They work
at present on three types of micro computers: (a) Sil'z from Leanord; (b) Micral 80-21 C2 fran

R2E; (c) Alcyane A 6 from MBC.

Hardware is logical size 6 HK bytes; exploitation system is CP/M; screen 24/80 dots;
2 x 5 1/4 inches floppies 600 K bytes each formated; printer speed 120 signs per second.

Software: FONG-ITCF holds with files on one floppy; DESERB-ITCF needs two floppies.

A Cobol rewriting of FONG-ITCF is planned to be used through the French TELETEL system. 
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UTILIZATION OF WEED SURVEYS FOR COTTON MANAGEMENT PROGRAMS

R.E. FRANS, K. KHODAYARI

University of Arkansas, Fayetteville, Arkansas, U.S.A.

Background and objectives

Pests in the United States cause reduction in crops, livesteck, forests, and aquatic

resources of over 30% of their value. Weed pests, for example, cause annual losses of about

10% in agricultural production and, in 1980, amounted to about $12 billion in the United

States alone. Producers spend about $3.6 billion each year for chemical weed control and

about $2.6 billion for cultural, ecological, and biological control. Thus, the losses caused

by weeds and the costs of their control are estimated at more than $18.2 billion annually.

In Arkansas, cotton growers lost more than $14.5 million to weeds in 1974, Because of

the influence of such pests on crop production, Arkansas is one of many states in the U.S.

that is initiating integrated pest management (IPM) schemes to improve systems of pest man-

agement. An integral part of such programs involves determination of weed species present

and their infestation levels, in order to devise appropriate control strategies that are

economically feasible. Among the objectives of our involvement in IPM were to determine weed

population densities and species present early in the growing season in cotton, to evaluate

weed control program effectiveness at the end of the season, and to predict potential weed

infestations for the succeeding year.

Materials and Methods

Weed surveys were conducted in ten cotton fields, comprising 177 hectares, in the Missis-

sippi River delta region of Arkansas from 1980 to 1982. Twenty random samples from each

field selected were taken both early and late in the growing season. The sample size was a

quadrat of 0.33 by 6.0 m placed over the row (longest sides parallel to the row). The number

of each weed species per each m2 was computed for all fields.

Results and conclusions

Sixteen weed species were identified with Digitaria sanguinalis, Eleusine indica, Sida

spinosa, Cynodon dactylon, and Euphorbia maculata being the most prevalent. We assumed that

a weed density of less than one plant/m2 was negligible, and we concluded that all species

were satisfactorily controlled by the herbicide practices used in the fields samples in 1980.

Cynodon dactylon was the only species that increased in infestation during the growing season

in one field, and then only slightly. Good weed management practices resulted in excellent

control of all weed species in four of five fields in 1981. However, our surveys in two

fields, one in 1981 and one in 1982, indicated the employment of less than satisfactory man-

agement strategies because of uncontrolled weeds at the end of the season. These results

suggest that weed surveys were a reliable procedure for assessing population dynamics, tor

advising procedures as to need for control programs, for evaluating effectiveness of herbicide

programs currently in use, and for predicting weed infestations for the following season.
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TACTICAL USE OF COMPUTERS IN COTTON PEST CONTROL

A.G.L. WILSON

C.S.1.R.O. Cotton Research Unit, P.O. Box 59, Narrabri, N.S.W. 2390 Australia

Background and objectives

The 1972-73 season marked a watershed for the Australian cotton industry with develop-

ment of resistance to DDT by H. armigera. Spray frequency increased to 16-20 per season

and pollution caused problems to the cattle industry and wildlife. Increased research

improved action thresholds, and knowledge of pest biology but it was difficult to translate

such information into reduced on-farm pesticide usage because conventional extension services
were thinly spread and could not be greatly expanded for economic reasons.

SIRATAC (CSIRO and Department of Agriculture Tactics for growing cotton) was conceived

as an on-line, on-farm service working through portable terminals connected by telephone to

the central computer situated at Narrabri. A major objective of the program was to minimise
use of "hard" insecticides, without affecting yield.

Operational procedures

Inputs

The crop checker records standardised field observations on cards, and inputs these to

the computer as follows:

1) Numbers of insects, counted and entered every third day.

2) Numbers of flower buds and fruits, counted and entered weekly.

3) Pheromone trap catches which indicate the proportion of H. armigera and

H. punctigera moths in the fields.

4) Details of previous sprays.

Separately gathered temperature and rainfall data are inputted to the computer daily.

Data processing

The data are fed through the remote terminal to the central VAX 750 computer by a

simple question and answer program. The program first predicts the development and

mortality of pests in order to predict the numbers likely to be present tomorrow and the

next day. The effects of weather, beneficial insects and the residual effects of previously

applied sprays are taken into account to estimate mortality.

Past and present fruit numbers and estimated damage from surviving pests are used to

predict the number likely to survive to harvest and to determine whether the target yield

will be reached by the nominated target date if a spray is not applied.

The next step is a decision tree through a series of yes/no answers in order to decide

the most appropriate action to be taken.

Output

A comprehensive set of reports can be accessed through the remote terminal about 4

minutes after data input; including the recommended pest options.

Results and conclusions

Initially the program resulted in reductions of 50% in number of sprays, compared with

normal commercial crop checking. Savings in costs are partially offset by the increased

annual cost of the system of $5 per hectare over the normal annual scouting charge of $25/ha.

In the past two seasons the margin has tended to narrow because of light infestation,

use of pyrethroids and a tightening up in commercial scouting, partly attributed to farmer

comparison with SIRATAC results. In the past season about 5 sprays were applied in the

computerised system and about 7 commercially.

A non-profit making company SIRATAC Limited, has been set up to market and service the

system initially funded by a voluntary levy of 25¢/bale paid by farmers. The system has

now been adapted for use in all cotton growing areas.

Further extension of the program has been made more urgent by the development of field

resistance by H. armigera to pyrethroids in one small production area - Emerald in central

Queensland.
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MONITORING AND FORECASTING MAJOR MIGRANT PESTS ZCOLOGY AND TECHNOLOGY

R.C. RAINEY

c/c Tropical Development and Research Institute, London

Recent exchange of experience through the Academia Sinica and the Royal Society has
emphasised the close agreement of findings by different methods on the nature of migration in
five major pests - Oriental armyworm (Mythimna separata), brown plant-hopper (Nilaparvata
lugens), rice leaf-roller (Cnaphalocrocis medinalis), Desert Locust (Schistocerca gregaria)
and African armyworm (Spodoptera exempta). _ | _

Among ecological factors common to all these pests are the monsoon winds with seasonal
reversals with which the main northward and southward migration take place, such significant
changes in vegetation as the use of higher-yielding rice varieties and of extensive double-
cropping, and the clearance of tropical forest to savanna and grassland which has massively

augmented the gramineaceous food supplies of the armyworms.

In a unique series of field experiments in China, marked insects have been recaptured

at distances up to 1480 km for Oriental armyworm moths, up to 720 km for brown plant-hoppers,

and up to 1260 km for rice leaf-roller moths. These distances were confirmed for the small

insects of the two latter species by using thin-layer chromatography to identify a fluores-

cent marking material. Also, some thousands of brown plant-hoppers have been caught by

extensive aircraft-trapping, at heights up to 2500 m, including catches made by unmanned
radio-controlled target aircraft. Complementary evidence on the extent and scale of flight

of the African migrants has been provided by aircraft tracking of sert Locust swarms, and

by radar observations of the height, density and ground-speed of night flying Desert Locusts

and armyworm moths.

All five pests show characteristic sudden, simultaneous appearances of migrant insectsr > t = oS

km “ in extent. Theyin large numbers over areas previously clear and of the order of 10°

appear within periods of a few days and in China sometimes at more than a hundred observation

points. Sequences of such appearances of each species constitute quasi-regular seasonal

patterns of migration over distances of several thousand kilometres.

Successful monitoring and forecasting services for these pests have developed on two
different lines. In China the arrival of the adult pests, and oviposition, are monitored by

a range of very effective trapping devices, at many thousands of recording points. These
observations are used immediately, at local (county) level, to provide inferences of the

expected dates of appearance of the subsequent larval or nymphal stages. For Desert Locust

and African armyworm, on the other hand, forecasting has developed at central units, each

monitoring day-to-day changes in the overall distribution of the main populations of one

pest on an international scale (over the entire Afro-Asian range of the species in the case

of the Desert Locust), and providing detailed forecasts up to a generation ahead as well as

short-term warnings.
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MIGRATION AS A FACTOR IN FORECASTING BROWN PLANTHOPPER OUTBREAKS

J.I. MAGOR, L.J. ROSENBERG, D.E. PADGHAM

Tropical Development and Research Institute, College House, Wrights Lane, London W85SJ, UK

Background and objectives

The brown planthopper, Nilaparvata lugens, a rice pest, is found in Asia and Australia.

Large numbers feeding cause hopperburn (the wilting and death of rice plants) and it

transmits three diseases. Virulence to rice cultivars, resistance to insecticide and the

presence of disease vary both within and between populations. Windborne migrations lead to
the seasonal colonisation of temperate areas where rice is grown only in summer. Damage to

this crop can be predicted from immigrant numbers and occurs only after a population has
built up through two or more generations. In the tropics, population development is

unpredictable and immigrants sometimes cause damage. As rice is grown throughout the year
in the tropics, immigrants were assumed to be solely of local origin. This study estab-

lishes the potential for long distance migration in brown planthoppers originating in the

tropics and examines their windborne dispersal. The implication of long-range migration
for plant protection services is discussed.

Materials and methods

Probable times and heights of migration were obtained from field observations. The
potential flight duration of insects originating in the tropics was estimated directly in

flight experiments and indirectly from the rate at which their fuel reserves were utilised.

Trajectories drawn downwind for a distance equal to windspeed X flight time were used
to simulate brown planthoppper migratory flights. Weather maps of observations at 10m and

at 1.5kmwere analysed by the direct streamline-isotach method to estimate wind direction
and speed between observation sites.

Results and conclusions

Brown planthoppers in the tropics took-off at dawn and dusk and dusk flights lasted

considerably longer. Post-flight fuel resynthesis suggested that only one major migration

occurs. Maximum potential flight durations were 14-16h for insects reared on a resistant

rice IR36 and were 24-26h when a susceptible rice IR20 was used. These results are similar

to those obtained in temperate areas. There, back-tracks from ships in the East China Sea
to source areas in central China and Taiwan lasted up to 30h.

Trajectories starting at dusk and simulating 30h downwind flights varied with height.

Those from the same site had different tracks on successive days. Trajectories in July,
September and November illustrated the seasonal shift in wind direction and showed devia-

tions from the dominant wind direction as disturbances moved through an area. The restric-
tion of migration during cold surges in the winter was also apparent.

The trajectories suggested that immigrants come from a variety of local and distant
sources and that movements occur between countries. Such movements might be important in

two ways: as the initiators of populations leading to outbreaks or as vectors of disease and
carriers of insecticide resistance.

Planthopper population development varies with the variety of rice grown, local farming
and pest management practices and impact of natural enemies. Consequently in Japan, fore-
casts and control warnings are prepared locally in each Prefecture with the service and im-
provements to it being co-ordinated nationally. In the tropics, immigrants are not exclu-
sively from distant sources and at times they cause damage. Thus control may need to be

initiated much more quickly than in Japan; an additional reason for preparing forecasts
locally.

The situation is different with respect to disease transmission and insecticide resis-
tance. Here a knowledge of likely sources could alert plant protection services to the

possibility of new diseases or resistant insects being introduced. Trajectory analysis is
being used to define the regions within which brown planthopper information should be
exchanged.
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TDRI - DLCOEA - KARI ARMYWORM PROJECT: 1. FORECASTING SERVICES

D J W ROSE*, E BETIS*, PO ODITYO+ and C F DEWHURST*

*Tropical Development and Research Institute, London W8 5SJ.

tKenya Agriculture Research Institute, P 0 Box 30148 Nairobi

A major problem in controlling African Armyworms, Spodoptera exempta, Noctuidae, arises

from the sudden appearances of larvae at high density, often 100 sometimes a few thousand

per square metre, over areas of a few hectares up to about 50,G00 ha , with similar closely

contemporary infestations scattered across 1000 km. Such sudden, dense infestations deva-

state cereals and grasses within a few days of their discovery, so that control must be

organised rapdily if it is to be effective.

To meet this, a system for forecasting armyworm infestations was developed in eastern

Africa from 1969 (Betts 1976, Odiyo 1979), based on an hypothesis of downwind moth migra-

tion, typically 100 to 500 km between successive generations at intervals of 1 to 14 months,

and the concentrating effect of such downwind transport of moths into wind-convergence zones

(Brown, Betts and Rainey, 1969). Reports of larvae indicate the location of the major S.

exempta populations, estimates of expected dates of emergence at these infestations and moth

catches indicate when emigration is beginning, wind and rainfall charts show areas likely

to be reached by airborne moths, and moth catches elsewhere show areas actually reached

where infestations of the next generation are imminent. Moth monitoring, initially by light-

traps, was later supplemented by pheromone traps (Campion et al 1976), which allowed moths

to be caught in areas without electricity supply, avoided Tossof information at full moon

and cut moth sorting costs. A grid of light-traps for monitoring S.exempta and other pests

was developed in southern Africa in the early seventies, a few light-traps in Malawi were

supplemented from 1977 by some 70 pheromone traps and pheromone traps were set up in Yemen

Arab Republic from 1974 and are currently being established in Guinea under the auspices of

FAO.

In eastern Africa, forecasts are issued weekly to indicate districts where farmers

should look for imminent infestations, for, in the main, the system functions only one

generation ahead. Some longer-term warnings based on analogues with past armyworm history

have been provided. Sequences of infestations spread from central and eastern Africa north-

wards into Yemen Arab Republic and PDR Yemen and southwards into southern Africa, but there

is much variation from year to year with the sequences extending through the more nerthern

countries only in some years, more southern countries ir others, or infestations may be very

sparse everywhere (e.g. 1977-78). Thus infestations are likely to appear in Ethiopia in

March-June only if populations on a moderate to substantial scale have occurred earlier in

Kenya or Uganda and infestations are likely in Yemen Arab Republic only if large populations

have reached Ethiopia or Somalia. Exchanges of information between national or regional

agricultural offices seem likely to provide an appropriate balance between the needs for

rapid collection and dissemination of information and the need for a continental view of the

situation.

First infestations of the season occur between Kenya and Zimbabwe during October to

January and can be forecast reliably only when sudden rises of moth catch indicate that

infestations are imminent. Such infestations may arise by concentration of local low density

populations (Rose 1976) or by immigration. An empirical association between heavy armyworm

seasons following droughts and lighter seasons following heavy rainfall, long recognised by

local entomologists in eastern Africa, Zimbabwe and South Africa has been demonstreted in

respect of Kenya and Tanzania to be statistically significant (Tucker, in press) but its

cause remains to be determined.
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TDRI*-DLCOEA-KARI AFRICAN ARMYWORM PROJECT. 2. RECENT STUDIES ON MIGRATION
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Tropical Development and Research Institute, London W8 5SJ, U.K.

Background and objectives
Understanding the migration of this insect pest is essential to the development of a

regional control strategy. There is strong circumstantial evidence that adult moths move up
to several hundred kilometres between generations. This evidence comes largely from
biogeographical studies of seasonal redistribution and from back-tracking the parent moths

of caterpillar outbreaks to known or likely sources by means of windfield maps. Direct

evidence is provided for very short ranges by eye observations, and for ranges up to at

least 20km by radar. Long-range movement is best demonstrated by mark-and-recapture.

Materials and methods

165,000 moths (34% males) were marked on 1 May 1982 with neutral red dye sprayed
with molasses as a bait on to 430 trees, scattered over about 1km? of a 20km? outbreak site

30km south-east of Nairobi, Kenya, and just before peak emergence from pupae in the soil. A

network of about 100 sticky pheromone traps had been laid out along roads in a 90° sector
towards which winds were expected to blow with 0.8 probability, and to a range of 150km.

Further traps were set out in other directions. A 3cm radar, set up at the edge of the
site, followed emigration and was used to calculate 2h trajectories by extrapolation. Wind

records were used independently to calculate trajectories by assuming downwind movement.

Results and conclusions
Six marked male moths were recaptured in the 90° sector, the furthest at 140km, but

none in other directions. Distances and directions from the marking site are consistent

with downwind movement, starting soon after dusk and in winds of 8-10 m/s. This unique

combination of techniques shows unequivocally that African armyworm moths can move at least

140km, probably in one night, and in a downwind direction when wind speeds are much

stronger than their air speed (2-3 m/s).
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DETECTION OF STORED PRODUCT PESTS : PHEROMONES AND FOOD ATTRACTANTS
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Introduction

Stored product insect pests can cause serious problems in fwod processing, transport and

storage and because of high standards, even very small numbers of pests can cause financial

loss. Therefore, detection of insects at low infestation levels is of paramount importance.

Pheromones

Although attraction or aggregation (arrestant) pheromones have been identified for a

number of stored product beetles the greatest success in the UK has been achieved with sex

pheromones of stored product moths. All major pest species of moths may be detected or

monitored by TDDA (Z,E)9,12 tetradecadienyl acetate)incorporated as a lure in traps.

In a number of long-term flour stores with a zero tolerance of moths, use of plastic

funnel TDDA traps has resulted in the detection of all infestations of Ephestia kuehniella

ever a period of 4 years. Infestations of E. kuehniella in 2 flour mills have been

effectively and economically monitored using funnel traps for 4 years and the trap catch was

directly related to extensive visual inspections both before and after fumigations.

Laboratory evaluation of TDDA traps currently available indicates that one large sticky

trap design is most suitable for non-dusty environments and/or low density infestations and

ene funnel trap design is most effective in dusty areas or where sticky traps are

unacceptable.

Food attractants

Bait bags containing carobs, wheat and groundnuts have been used to detect and monitor

residual infestations of pests in empty stores, warehouses etc. One advantage for food

attractants is that a wide range of insect species can be trapped by the same source: more

than 50 species of beetles, moths, psocids and mites have been recorded from bait bags.

Laboratory studies have been carried out to discover which volatiles given off by the

foods, especially carobs, are responsible for the attractancy of the bags. An aqueous

distillate of carobs was produced and the effect of various dilutions of this material on

Oryzaephilus surinamensis, the major grain pest in the UK, was tested using an insect

activity detector. O. surinamensis was attracted by water alone but showed a much greater

attraction to carob distillate.

Carob distillate was then separated into 3 fractions: acidic, basic and neutral and

of these, the attractancy of the acidic component was most similar to carob distillate. Of

the five major components of the acidic fraction identified by gas chromatography and mass

spectrometry, hexanoic acid mimicked the effect of carob distillate closely both in its

immediate attractiveness and its long-lasting effect.
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MONITORING TECHNIQUES FOR PHYTOPHAGOUS MIRIDS IN QUEBEC APPLE ORCHARDS.

R.K. STEWART, G. BOIVIN

Macdonald College of McGill University, Montreal, Canada

Background and objectives

Phytophagous mirids are responsible for considerable damage to apples but there are
conflicting reports on the economic importance of individual species. Current control tech-
niques do not affect all of the species present to the same degree and the introduction of
integrated pest management techniques could alter differentially the pest status of the
several species. The development of suitable integrated controls depends on being able to
monitor potential pests and predict the resulting damage levels. We therefore used
monitoring techniques to establish the relation between the population densities and move-
ments of the mirids and damage to apples.

Materials and Methods
Unsprayed orchards were monitored in the three seasons 1978-80. A beating tray was

used to sample apple trees, a D-Vac® suction apparatus was used for ground vegetation and
sticky traps, set at various heights were used to trap flying adults. These methods were
chosen for their reputed efficiency, relative ease of use and known familiarity to field
workers. The relation between numbers of mirids and damage to apples was determined by
placing known numbers of insects in sleeve cages on trees and monitoring their development
and resulting damage.

Results and conclusions
Five species of phythophagous mirids formed a species complex in the orchards. The

first species to appear, Lygus lineolaris, was present as overwintered adults in low numbers
only on apple trees early in the spring. It was only captured occasionally on the trees for
the rest of the season although it built up considerably in numbers on the orchard vege-
tation between the trees. This was the only species present early enough to damage buds
and flowers, but only 2% of these were damaged and the resulting fruit from them was
included in the June drop. As they did not result in damaged apples at harvest, we regard
them as a natural thinning agent. Lygocoris communis, Lygidea mendax and Camplyomma
verbasci were present as nymphs and adults but most of the damage to apples was done by
nymphs. This damage was caused before June drop and in addition to increasing fruit drop

it resulted in damaged apples at harvest. It proved very difficult to assign damage to
particular species, but most of the damage to harvested apples was due to either L. communis
or L. mendax. Only preliminary results were obtained on the relation between population

density and damage to apples. However decrease in damage observed between 1979 and 1980
was reflected by a proportional decrease in mirid numbers in these two seasons. This would
suggest that economic thresholds could be developed.

C. verbasci caused no significant damage to apples. Although it was present in con-
siderable numbers it is likely that fruit is too well formed by the time the nymphs are
present to allow them to be mechanically damaged. Heterocordylus malinus was shown experi-
mentally to be capable of damaging apples, but its numbers in the experimental orchards were
too low to cause significant damage.

We concluded that beating was a suitable technique for monitoring nymphs and adults on
trees and the D-Vac was satisfactory forground vegetation. Sticky traps set at a height of
0.5 m were satisfactory for a qualitative estimate of flying adults of L. lineolaris, h.

malinus, L. communis and L. mendax but C. verbasci tends to fly higher than the other

Species and would requirea trap between 2 and 3.5 m above ground.
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BIOMETEOROLOGICAL FORECASTING SCHEME FOR APPLE MILDEW
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Background and objectives

Infection by powdery mildew conidia is not dependent upon surface wetness. Although

abiotic factors influence the disease cycles of these pathogens a major determinant of the

level of daily infection is the amount of inoculum. A simple disease assessment technique

already used in the supervised control of apple mildew incorporates the key role of

inoculum by restricting the assessment to leaves bearing sporulating colonies (Butt &

Barlow 1979): an objective is to develop a forecasting scheme from this technique.

Materials and methods

Daily leaf infections were monitored by exposing potted plants (MM. 106 rootstock)

for 24-hour periods in an unsprayed orchard, and incubating under glass. A spore trap

(Hirst) and meteorological instruments were operated. In another study natural leaf

infections were recorded, leaf by leaf, on vegetative extension shoots of several cultivars.

Leaf positions were numbered relative to the youngest unrolled leaf (leaf 0), with rolled

leaves +1, +2 etc. successively younger and leaves -1, -2 etc. successively older.

Sporulation was assessed by leaf washing. Colonies were stained with Trypan Blue.

Results and conclusions

Most leaf infections occur on young, rolled leaves above the +1 position andfirst

appear as visible colonies on leaves -1 to -3, Assuming a new leaf is produced every

3 days at position +4, then each leaf is susceptible for 9 days. With respect to any forecast

day (FD), the susceptible period of the current +2 leaf covers, therefore, the period FD to

FD -(minus)8. During this time colonies on older leaves produce conidia: a measure of the

amount of inoculum is given by disease intensity in the infectious region, at leaf positions -l

to -5. Disease assessments, adapted to allowfor incubating colonies, would be repeated

every 6 days. Inoculum production is affected by weather; high humidity at night and high

temperature favour sporulation, whilst heavy rain is damaging and its effect persists for

several days. Daily values of these weather factors can be used in conjunction with the

intensity of infectious disease to estimate, at 3-day intervals, the exposure to inoculum of

each developing leaf during its susceptible period. Infection is favoured by high humidity at

night, dew, low wind speed and high temperature - unless the daytime humidity falls to c.

40% RH. Daily values of these factors can be used to calculate, at 3-day intervals, infection

risks in the period FD to FD -8.

Assuming a latency of 6 days, latent periods for leaves +1, @ and -1 extend from FD

-5 to -10, FD -8 to -13 and FD -11 to -16 respectively. On these same leaves conidiophore

production and sporulation extend from FD to days -4, -7 and -10 respectively. This

temporal structure provides a basis for including in the scheme the weather in the latent and

post-latent phases of incubation, when effects on colony survival and growth are better

understood.

The integrated dynamics of shoot and pathogen development provide the basis for a

biometeorological disease forecasting scheme that could improve short-range decisions on

chemical control. A feature of the forecast is the use of disease and weather data to

measure the inoculum originating from one important source (Butt 1978). In early summer,

however, conidia are also produced by primary mildew from diseased buds; this other

source of inoculum should be included in the scheme.
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MONITORING HOST, WEATHER AND INOCULUM IN THE CONTROL OF PRIMARY

APPLE SCAB
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East Malling Research Station, Maidstone, Kent ME19 6BJ, U.K.

Background and objectives

Apple scab (caused by Venturia inaequalis) overwinters on fallen leaves as

pseudothecia, producing ascospores in spring which infect developing foliage. Certain

combinations of leaf wetness duration and mean temperature - the Mills criteria - have been

found useful in warning of infection risks, but the coincidence of three factors, i.e.

inoculum, susceptible foliage and favourable weather, is necessary for infection to occur.

Three basic strategies for controlling primary infections maybe identified, corresponding

to the monitoring of host, weather and inoculum: protectant sprays commenceat a host

phenological stage and continue at regular intervals, curative sprays are applied when

infection criteria are satisfied, sprays (either protectant or curative) are applied flexibly

according to the amount of inoculum. From these, more complex strategies can be

developed (MacHardy & Jeger 1983). The implications of each strategy for control of

primary apple scab in the United Kingdom have been examined.

Materials and methods

Historical records of each factor were available at East Malling for at least the last

20 years. Bud developmental stages differ in timing between cultivars as well as years

(Jeger 1981, Jeger et al.1982) and were examined for Cox's Orange Pippin only. Mills

periods have been monitored continuously using a Hirst wetness recorder and the frequency

distribution with time of year was obtained. Fallen leaves have been routinely sampled for

the presence of mature pseudothecia, i.e. containing dischargeable ascospores, and the

date of first observance for each year was obtained. Finally, for those years in which

outbreaks occurred, the first observance of primary scab was noted.

Results and conclusions

The first production of dischargeable ascospores and the presence of susceptible

foliage were not well-synchronised but overlapped: the inoculum could first be present as

early as mid-January but occasionally not until the beginning of May. The most frequent

time was in mid-February, just prior to the earliest record of bud-burst. The range of

dates for bud-burst was much narrower than for the first production of inoculum and the

most frequent time was 4-5 weeks later than that for discharge. There was a narrow peak

in the time foliar scab was first seen; this occurred in the first two weeks of May, some

5-6 weeks after bud-burst. The Mills period data were expressed as the proportion of years

in which an infection period was completed within the next 5, 10 or 15 days as the season

progressed. In late April and early May these proportions were 0.55, 0.73 and 0.77

respectively. The main conclusions to be drawn are that susceptible foliage and ascospore

inoculum coincide in most years and that protectant strategies are soundly based - provided

that scab was present during the previous year and leaf litter remains on the orchardfloor.

Also, the high frequency of Mills periods during April makes the dependence on purely

curative strategy of dubious value especially as many protectant fungicides also have

curative properties. On the other hand, if the monitored or forecast amount of ascospore

inoculum is low (Jeger al.1982, Jeger & Butt 1983, MacHardy & Jeger 1983) then more

flexibility in spray programmes is possible provided early control has been obtained.
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ECOLOGICAL BASIS FOR FORECASTING THE NEED TO CONTROL THE SUGARCANE BORER

F. OSCAR TERAN

Centro de Tecnologia Copersucar, Piracicaba, SP, Brazil

Background and objectives
The sugarcane borer, Diatraea saccharalis is the most important sugarcane insect pest

of Neotropical America. Therefore efforts are needed to control it. Trying to organize the

present knowledge in terms of IPM philosophy, this study attempts to identify some ecological

factors that govern high infestations in cane fields in the State of Sado Paulo, Brazil.

Unbalanced borer populations cause much damage and losses to cane.

Materials and Methods

"Final" infestation surveys (damage caused to cane determined at harvest) were carried

out in the commercial cane fields of the sugar factories from 1977-1981. Population surveys

of the borer and its larval parasites were also carried out during 1981 in cane fields of

3 sugar factories.

In looking for the causes of differential infestations the following tests were run:

(a) on the reproductive capacity of adults reared from different cane fields in order to

determine their fecundity and fertility, (b) on natural control of borer eggs, by exposing

them to parasites and predators in different canefields; (c) on survival and life span of

borers, following their fate after artificial "inoculation" of isoiated cane stools.

Results and conclusions
The overall analysis of the results of this study shows:

(1) The age of the cane crop has a profound influence on infestation by borers. The

main causes of decreased infestation are the lower reproductive capacity of borers in ratoon

canes and the higher natural control of borer eggs in old cane fields.

(2) The age of the cane plant at harvesting, i.e. the period of vegetative growth,

markedly influences borer infestations with higher infestations in prolonged vegetative

periods. Accumulation of borer generations during these prolonged vegetative periods is

probably the main cause of increased infestation.

(3) Despite frequent variation in susceptibility and resistance of cane varieties, there

is a clear tendency for some varieties, e.g. CP51-22, NA56-79, IAC52-150, IAC51-205 and

IAC58-480, always to show infestations above average, while others, e.g. C0740, IAC50-134,

CB47-355 and IAC48-65, always show infestations below average. The causes of these differ-

ences are not clear.

(4) There is a clear influence of cane nutrition on borer infestation levels. Fertili-

zed canes always suffer higher infestations which tend to increase with increased dosage of

potash and nitrogen, while there is no clear influence of the interaction of these and other

cane nutrients. It seems that the higher reproductive capacity of borers is responsible for

these increases. Zinc appears to interfere with borer fertility, resulting in lower

infestation of canes provided with this minor nutrient.

(5) "Vinasse" (liquid residue of alcohol distillation) applied to canefields (specially

te ratoons) increases borer infestations, which are higher at higher doses. The effect is

caused by a combination of irrigation and cane nutrition. Vimasse and fertilization of

ratoon canes modify the normal tendency of less infestation in older ratoons.

Using the above information together with knowledge on the influence of climatic factors

(especially frosts), a scheme of forecasting was developed. The scheme integrates data from

2 field activities: damage surveys (done during harvest in all cane fields) and population

surveys (done in immature growing cane), and shows where and when to take the correct control

action (release of larval parasites in this case). This forecasting is done dynamically by

pin pointing, in advance, the "hot spots" in a map of cane fields.

 



FORECASTING SQUIRREL DAMAGE

R.E. KENWARD

Institute of Terrestrial Ecology, Monks Wood, Huntingdon, UK

Background and objectives

If the likelihood of crop damage can be forecast, it is often possible to reduce the

expense of controlling pathogens and invertebrate pests. The main aim is to predict when

pest density or pathogen-suscentibility is likely to be high, in which case damage is more

or less inevitable, because the crop is normally an important resource for the attacking

organism. However, when the grey squirrel damages young hardwoods, by stripping bark and

eating the underlying sap, damage forecasting is complicated by the squirrel's lack of

dependence on this resource. Although there is a tendency for this mid-summer damage to be

greatest when squirrel numbers are high, there can be high squirrel densities without serious

bark-stripping, and bark-stripping even when control measures have reduced squirrel density.

Materials and methods

To investigate the squirrel population parameters associated with damage, squirrels at

18 study sites were trapped, marked and released in spring, and then retrapped during the

June-July damage period in 1980 and 1981. Summer weights and weight changes since spring

were used as indices of food-shortage, which might be a reason for bark-stripping. Another

hypothesis was that juveniles from spring litters might trigger bark-stripping during

agonistic encounters with established squirrels, because squirrels in enclosures had been

seen to gnaw aggressively at branches when a stranger was introduced. The total number of

squirrels caught in each area during summer, and the number of juveniles, were divided by the

number of traps to give density indices (the trap density was the same in each area).

Results and conclusions

Damage was most strongly correlated with the density of juvenile squirrels (Table).

Although there was also a correlation between damage and total squirrel density, this

appeared mainly to result from the correlation between juvenile density and total squirrel

density: the partial correlation between damage and total squirrel density was a negative

and non-significant -0.158. Damage was only weakly related to squirrel weight loss. More-

over, hunger is unlikely to be an important cause of bark-stripping because damage also

occurs when captive and wild squirrels are fed artificially.

7 - Weights of yearlin
Density index squirrels Gion-brecders)

All Summer Weight change
i 2

spring young(2) squirrels(3) weight(4) spring to summer(5)
 

Damage (1) 0.783*** 0.580* -0.461 -0.514*

(2) 0. 824*** -0.381 -0.281

(3) -0.361 =0).251,

(4) 0.511*
 

* P<O.05 *** P<Q.001

Although the results support the hypothesis that aggressive encounters with young

squirrels are a cause of damage, agonistic gnawing is unlikely to account for whole trees

being stripped of bark. Other trees nearby may have only one small flake of bark removed,

indicating that damage is also determined by tree quality. Strong relationships were found

between the sap depth and the area of bark freshly stripped from individual beech trees in

one area (r(g9)=0.648, P<0.001) and sycamores in another (7(25)=0.780, P<O0.001).

In 1982, the amount of damage in the original study areas was found to correlate more

strongly with sap thickness (volume per unit area), averaged for trees in each area at the

time of stripping, than it had with any squirrel population parameter in the previous two

seasons. It seems that damage may be triggered by squirrel population factors, but then

become severe only if the trees are suitable; experiments are under way to test this

possibility.

Future forecasting should therefore take account not only of factors likely to enhance

successful squirrel breeding, such as winter nut and mast availability, but also of factors

likely to enhance sap thickness in summer. With a better understanding of these factors we

can forecast how to reduce squirrel damage in the lone term, by planting woods which have

little winter food for squirrels until the trees are too mature to be damaged, and perhaps

osc by developing tree strains which have low sap thickness or are unpalatable.
eference
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DAMAGE BY CEREAL APHIDS AND ITS IMPLICATIONS FOR FORECASTING AND CONTROL

E, GRIFFITHS, J. HOLT, A. D. WATT, S. D. WRATTEN

Department of Biology, Building 44, The University, Southampton, S09 SNH, U.K.

Introduction

The potential adverse effects of chemical control of crop pests are well documented,

There is little evidence of these effects in association with cereal aphid control in

Britain, hence the incentive for "insurance" spraying is strong. The models presented in

this paper reveal that the advantages of cereal aphid spraying when guided by expected

damage levels and costs outweigh such prophylaxis under most cireumstances.

Damage assessment

In this analysis the maximum yield loss caused by an outbreak of Sitobion avenae was

taken from published work to be 12,5%, Incorporating the influence of growth stage on

damage levels, yield losses due to Metopolophium dirhodum at various sites in the U.K, and

Europe during the 1979 outbreak were calculated to be between 3,5% and 9%,

Control strategies for long-term maximum profit

Three strategies were compared: no control, insurance spraying each year and spraying

only in some years based on an outbreak forecast. The value of insurance spraying depends

upon aphid damage levels, the cost of control and the probability of an outbreak, The value

of forecast-based spraying depends upon the accuracy of the forecast. An analyses with both

aphid species showed that insurance spraying was more profitable than no control for yields

greater than 3 t/ha, Forecast-based control is better than insurance spraying when fore-

casting accuracy is greater than about 60%. The degree to which control measures used

against one aphid species also control the other aphid species depends on the temporal

coincidence of the species; the above assumed a complete interaction of control measures.

If no interaction occurs, insurance spraying is a better option than no control only when

yields exceed 6 t/ha, An intermediate level of control interaction probably exists in

practice. It may be possible to forecast with 100% accuracy when an S, avenae outbreak

will not occur, but with lower accuracy when an outbreak will occur. Such asymmetry of fore-

cast will prevent all damage but sprays are sometimes applied unnecessarily, In combination

with even a very inaccurate symmetrical forecast of M. dirhodum outbreaks, an asymmetric

forecast for S, avenae would ensure that insurance spraying against cereal aphids is never

worthwhile even though M, dirhodun damage may occur in some years.

Short-term strategies

The above analysis could only apply to farms where a loss in some years is tolerated in

return for an overall year-to-year profit. More usually a loss cannot be tolerated in any

one year and careful costing is required to reveal the best strategies in this situation,

Also, at their highest,spray costs are small relative to the gross profits and fixed costs of

growing wheat, so the true cost of spraying can be masked. A more detailed analysis based

on the above suggests that on a yearly net profit basis, prophylaxis is the best option only

if the farmer applies cheap broad-spectrum insecticides himself and if any available fore-

cast system is very inaccurate.

Example of graphical output from the "short-term strategy model"

1.0 Strategy giving no losses

° and highest net profit:

F Forecasting

Forecast
Prophylaxis

accuracy N No control

all strategies make

a loss in some

years

5

Yield (t/ha) 



MODELS FOR PREDICTING INSECT PEST DEVELOPMENT: COLORADO BEETLE

A.I. BREZHNEV, N.Yu. KONOVALOV, V.G. MALININA

Institute of Agrophysics, Leningrad, U.S.S.R.

Background and objectives
Integrated methods of plant protection have recently become widely used. The prediction

of pest population development, including the dynamics of age structure, is extremely
important for decisions about the choice of methods of plant protection and timing of treat-
ments. As is well known, systems analysis and computer simulation approaches are very
appropriate for research of complex field biocenoses (Konovalov and Malinina, 1979). This
paper deals with these approaches to describe a model "plant - insect pest population -
biotic interactions - environment - management" for the potato crop invaded by Colorado
beetle, Leptinotarsa decemlineata.

Materials and Methods

Quantitative methods are proposed to describe the intrasystem processes in the five
compartment mentioned in the name of the model. The compartments (or sub-models) include
mathematical descriptions of air, water and heat conditions in soil and crop, of photo-
synthesis and respiration, of the ontogenesis of plants, of the detailed pres of pest
population age structure (egg- larvae of different ages - pupa - imago), of the "insect pest
- plant" and "predator - prey" interactions, and of the pesticide treatments.

The plant growth submodel incorporates the concept of limiting factors, the method of
growth functions, and the layer-balance approach (Aleshin et al. 1981). To calculate the
dynamics of number and age structure of insects, three mathematical methods are investigated:
matrix models with uniform and non-uniform distributions of individuals into age gradations,
and the differential-difference model with time lag. The data on ecology of Colorado beetle
population and potato crop are also included in the submodels.

The different quantitative methods are analysed and their efficiency for applied sim-
ulation models is estimated. The programs are written in FORTRAN-IV and executed on mini-
computer SM-4.

Results and conclusions
The layer-balance approach enables us to substitute the original system of productivity

equations with continuously distributed parameters with the equivalent equations with dis-
crete parameters; Computer time is thus decreased. The non-uniform matrix submodel of age
structure is more closely correlated with the natural instars than uniform one. It sim-
plifies considerably the identification of parameters, but nevertheless shows good agreement
with the experimental data. The differential-difference equations written in the terms of
natural instars, allow the exact solution and have an advantage if it is possible to choose
a relative time, (for example, the sum of effective temperatures), eliminating the weather
effects on the instar duration.

The suggested quantitative methods are designed for applied simulation models and for
mini-computer implementation. The wide range of situations that are common in the different
soil-climate areas of the European part of the U.S.S.R. have been numerically simulated using
standard meteorological measurements. The yield damage caused by the Colorado beetle pop-
ulation has been calculated. The analysis of computer experiments proves the adequacy of the
general model. This developed approach seems to be appropriate for searching the optimal
plant protection strategy within the management problems of crop productivity.
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ECONOMIC THRESHOLD FOR BOLLWORMS ON GOSSYPIUM ARBOREUM IN THE PUNJAB

N.S. BUTTER; H.S. SUKHIJA

Department of Plant Breeding, Punjab Agricultural University, Ludhiana (Punjab), India

Background and objectives

Pink bollworm, Pectinophora gossypilla, is a key pest of cotton. Spiny bollworm, Earias

spp., has also become a regular pest in the changed agroecosystem; it appears early and

damages terminal shoots. Its attack then shifts to reproductive organs which are shed and

therefore lost. Simultaneously, pink bollworm activity starts from July. Gossypium arboreum

cottons are more prone to spiny bollworm injury and there are no effective natural enemies of

these bollworms. Therefore, studies were carried out at Ludhiana and Jalandhar Research

Stations of Punjab Agricultural University for two year$ to determine the appropriate crop

stage for timing pesticide sprays.

Materials and Methods

Three trials during 1981 and 1982 were conducted on cotton variety LD 230, in a random-

ized block design. The sowings were done on hills 60cm apart with 30cm between plants. The

effects of sprays at five square (first flower buds) /flower initiation stages were compared

with complete control where sprays were repeated at 10-day intervals until 2 weeks before boll

burst. Cypermethrin (Ripcord 10 EC) at 50 g a.i. ha! was used with a hand sprayer at

constant pressure of 13.75 kg/2.5 cm“. Nearly one month before the boll-burst stage, ten

plants were selected at random from each plot, preferably from the central rows. The seed

cotton was picked from these plants and the bollworm damage was calculated on locule basis.

The data of all the trials were statistically analysed.

Results and Discussion

The lowest bollworm incidence (1.5%) was recorded in a treatment where spray was initia-

ted at the start of squaring. However, this was statistically similar to the treatment which

received first spray at 50% squaring. The remaining treatments where spraying started either

at the start of flowering, one week after the start of flowering, and two weeks after the

start of flowering, were similar in termsof reduction in bollworm infestation and increase in

yield. However, they were significantly better than the unsprayed control. The bollworm

incidence of the unsprayed control was 13.0%. The highest yield (22.41 qtl ha7!) was record-

ed where the crop was sprayed at 10% squaring, and this was similar to the treatment which

received first spray at 50% squaring. The reduction in yield was noted in all treatments in

which the first spray was delayed beyond 502 squaring. The results clearly show that chemical

control against bollworms on G. arboreum should be started when 50% of plants are at square

initiation stage. Sukhija and Reddy (1983) also reported that short cycle larvae of pink

bollworm in the shed material was low where spray was initiated at the early squaring stage.

The authors are grateful to Dr T.H. Singh, Senior Cotton Breeder-cum-Head, Department of

Plant Breeding, Punjab Agricultural University, Ludhiana (India} for providing research

facilities and Dr H.S. Rataul, Professor of Entomology for critically reviewing this report.
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IMPROVEMENT OF A WHEAT PEST MANAGEMENT SYSTEM

D.W. ONSTAD, R. RABBINGE, W. ROSSING

Department of Theoretical Production Ecology, Wageningen, the Netherlands

Background and objectives
EPIPRE is a centralized computer-based warning system for pests and diseases in winter

wheat in The Netherlands. Participating farmers are provided with field-specific recommen-
dations on monitoring and spraying, based on cost-benefit analysis. Monitoring is carried
out by the participants themselves with an efficient standard procedure. Population growth
and development is predicted 1-2 weeks ahead using simplified versions of explanatory
simulation models. A spraying recommendation is given when losses calculated as a function
of expected yield, exceed costs of pesticide application (Rabbinge and Rijsdijk 1983).

Decision procedure

The EPIPRE decision criteria do improve pest management in wheat, but they do not
necessarily provide the best (i.e. most economical) solution. Dynamic programming (D.P.) is
a technique that can efficiently determine optimal control policies for complex management
models of the wheat ecosystem (Shoemaker 1981). This method transforms the problem of making
a series of N decisions during a growing season into the more easily solvable problem of
making one decision in each of N stages which together represent the whole season. The
algorithm is suited for optimization of deterministic and stochastic models containing up to
six variables describing the state of the system and a large number of complex management
decisions.

Results and discussion

From several D.P. models developed for yellow stripe rust and cereal aphids it became
clear that this technique can be a powerful tool in optimizing control recommendations of
EPIPRE. As a result of accurate timing of applications, the number of recommendations to
treat with a pesticide was reduced. A deterministic model combining the effects of yellow
stripe rust and aphids showed lower economic thresholds than when only aphids or yellow rust
was present.

Future efforts will be directed towards incorporation of stochastic variables, e.g. crop
development stage and sampling errors, in such a way that an estimation can be made of the
risk associated with a recommendation.
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THE MATHEMATICAL PREDICTION OF THE MAIN PESTS OF FRUIT IN GEORGIAN SSR

G. ALEKSIDZE, A. MILNIKOV

The Georgian Institute of Plant Protection USSR Tbilise, 380062, Chavchavadze Av. 82

A system for storing and using information characterizing the relationships of plants and

their pests is described. The system mainly depends on climatic data which are stored in an

index-successive file for DOS of an EC computer. This file contains daily temperatures,

rainfall, humidity, also phenological data on fruit tree development and information on pests.

In a series of programmes it has been possible to sum temperatures, rainfall and humidity and

work out hydrothermic coefficients for given phenological periods. This information is used

in programmes of multiple regression analysis which enable the significance of varying

certain factors to be determined.

Regression models are examined in three ways: as linear models, nonintrinsically nonlinear

models, and nonlinear estimation.

The system enables a satisfactory prediction to be made of fruit pests in different regions

of Georgia.

 



PEST MANAGEMENT PERMITS PESTICIDE USE TO BE REDUCED

S. UMAROV, M. TAJIBAYEV

Institute of Zoology and Parasitology, Tajik Academy of Sciences, USSR.

The use of biological control and integrated control techniques have enabled pesticide use
to be reduced and pest management is now widely used in the USSR.

In cotton integrated control is possible and is based on an understanding of the economic
damage thresholds of pests. Integrated methods, by allowing less pesticide to be used are
also less expensive.

In the first year of field experiments on certain state-farms only 25-30% of the cotton

growing area required treatment with pesticide which was much less than on neighbouring
farms.

Under the most favourable climatic conditions a further reduction in pesticide use might be
expected.

Reduced pesticide use favours the build up of entomophagous insects which can control pest
populations. Counts on cotton in July in the Yavan region showed that up to 1000 entomo-
phagous insects could be found on 100 plants.
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INSECT PHEROMONES IN INTEGRATED PEST MANAGEMENT

I. HRDY et al.

Institute of Organic Chemistry and Biochemistry 16610, Praha 6, Flemingovo n.2.

Czechoslovakia.

Synthetic chemicals which modify insect behaviour, especially insect sex pheromones, can be

useful in integrated pest management. Different ways in which pheromone~-baited traps have

been employed are described.

1. Pheromones can be used for detection and monitoring. Two new important pests have been

found by their use in Czechoslovakia: Oriential fruit moth, Cydia molesta and the Alfa-Alfa

moth, C. medicaginis.

2. Timing of control methods. Pheromone trap catches of the codling moth C. pomonella in

combination with meteorological data have been used for forecasting flight peaks.

3. Pest surveying. Monitoring systems based on pheromone-baited traps have been developed

for several economically important insect pests of field crops, orchards, vinyards, forests

and stored products.
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COMPARISON OF REGISTRATION METHODS FOR FORECASTING APPLE SCAB
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